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ABSTRACT

An accepted method for determining the expected performance

of digital comunications equipment is to obtain data experimentally

from which to plot a curve of long term bit error rate versus received

signal-to-noise ratio. Present procedures for obtaining complete

data are very time consuming. A technique has been devised to extrap-

olate the desired information accurately from more readily obtainable

data. The validity of the technique is established both analytically

and experimentally.

In order to validate the extrapolation method for obtaining

the desired curves of long term bit error rate, it is necessary to

prove the basic hypothesis that small variations of the internal

anomalies (in digital receivers) that contribute to errors in the

detection process cause lateral shifts of the curves, but the curves

retain their characteristic shape depending upon the modulation

scheme. This hypothesis is proved first by calculating the anomaly

effects on the curves based upon theoretical analysis. Experimental

* verification is then obtained by examining the effects upon the curves

by anomalies induced into representative items of digital communica-

tions equipment.

In the process of experimentally verifying the extrapolation

technique a new procedure was discovered for the alignment of digital

communications equipment that has potentially greater significance

xiv
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than the reduction of test time. The method is to perform final adjust-

ments on the equipment while monitoring the bit error rate at a very

low signal-to-noise ratio. Although analog alignment techniques a-re

well established and necessary to obtain proper operation, these meth-

ods may not produce the best possible operational performance. The

experimental results show that final alignment while monitoring BER

can produce the desired optimum performance.
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CHAPTER 1

INTRODUCTION

The primary objective of this dissertation is to establish the

validity of a new technique for evaluating digital communications equip-

ment. The technique, which has broad applications, is of major signi-

ficance in that it permits reduction of testing time by as much as

three or four orders of magnitude.

In the process of experimentally verifying the technique, which

is based upon the extrapolation of long term bit error rates, a new

procedure for equipment alignment was discovered which has potentially

even more significance. This procedure is described in detail and its

validity established.

The chapter devoted to theoretical derivations is structured so

that it may stand alone as a basic reference for the effects of internal

equipment anomalies on the probability of bit error in the presence of

noise.

A disparity discovered between the experimental results and

calculations based upon the theoretical derivations led to a new and

revealing insight into the operation of digital communications equip-

ment not previously discussed in the literature.

The dissertation has been structured so that a complete over-

view of the material can be obtained from Chapters 1 and 6 which are

1
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relatively short. For someone desiring more particulars without complete

details, Chapter 5 compares the more significant aspects of the theoreti-

cal and experimental results.

Backaround

During the past decade there has been a rapid movement toward

the use of all digital communications systems and equipment. This

movement has been spurred primarily by the revolutionary development of

inexpensive, microminiaturized, integrated digital circuitry. The

military has been leading this trend due to the requirement for total

system security which has not been met successfully with the use of

analog equipment.

The ability to test and evaluate digital communications systems

and equipment has not kept pace with the development. In most cases,

analog techniques have been applied and modified where possible in

attempts to determine operating characteristics. Although these methods

have some value, the only true measure of the effectiveness of digital

systems or equipment lies in the digital performance. The only digital

A evaluation technique in general use is the determination of long term

bit error rate (BER) as a function of the signal level at the input to

the receiver or as a function of the signal-to-Gaussian noise ratio

when a noise figure for the receiver is available.

Investigations of test methods and performance criteria for

digital communications systems have shown that long term bit error rate,

by itself, provides an incomplete picture of the characteristics of a
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real channel (Schooley and Davis, 1977a). An adequate description of

real channel operation requires statistics, such as error burst distri-

butions, which are obtained from analysis of the error patterns. It

has been shown, however, in the evaluation of modulators/demodulators

exclusive of the transmission media, that relative performance in the

presence of Gaussian noise is a sufficient criterion (Lucky, Saltz,

and Weldon, 1968). Curves of long term bit error rate versus signal-

to-Gaussian noise ratio or received signal level are, therefore, use-

ful results of bench testing of digital modulation hardware.

At low to moderate data rates, considerable test time can be

expended in obtaining reasonably accurate data points for the plotting

of such error curves. For example, at 32 Kbps it would require approx-

imately one hour to count sufficient errors to obtain a single data

point at an error rate in the neighborhood of 10- 7 with reasonable

confidence in the result. When it is necessary to reconstruct complete

error curves under a variety of conditions, the test time required can

quickly become excessive. For this reason, methods other than simple

counting of errors were sought for estimating very low bit error rates

(Schooley and Davis, 1977b).

The technique of extrapolation was shown to have considerable

promise as an accurate and relatively fast method for obtaining curves

of long term bit error rate versus signal-to-noise ratio. The pro-

cedure is to obtain a single point of the curve at a high error rate

(possibly 10- 4) with a high degree of confidence, and then to fit a
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theoretical error curve (error function or exponential based upon the

modulation scheme) through this point.

In an effort to establish some validity for the use of this

method, a large number of examples were gathered from a variety of

sources where BER curves had been plotted versus received signal level

or signal-to-noise ratio in the process of testing digital communica-

tions equipment. In each case, a theoretically shaped curve based upon

the type of modulation was drawn to the scale of the experimental re-

sults and intersecting the experimental curve at the 10- 4 BER point.

In most cases, the curves fit very closely for BER less than 10-4, and

even in the worst case, the deviation was less than 1.5 db at the extreme

tail.

Although the above results were in no way conclusive, no counter

examples could be found to indicate that the technique was not valid.

Since use of the extrapolation method could reduce required test time by

as much as 3 to 4 orders of magnitude, it was decided to attempt to

prove its validity. To do so would require showing that small changes

*in the internal anomalies that affect the detection process and contrib-

ute to digital errors cause lateral shifts of the BER curve but do not

affect its shape. From the preliminary investigation this appeared to

be a logical hypothesis, but no evidence was found that it had ever
J

been stated as such, much less proven. The objective of this disserta-

tion is then to either verify the hypothesis or to establish bounds on

its validity.

77
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Statement of the Problem

The basic hypothesis to be proved is that small variations in

the internal anomalies which contribute to errors in digital demodula-

tors cause a lateral displacement of the characteristic curve of bit

error rate versus received signal-to-noise ratio while the curve re-

tains its theoretical shape at the higher levels of signal-to-noise

ratio. The objective is to verify the hypothesis both mathematically

and experimentally to the extent possible for a variety of modulation

schemes.

Approach

In Chapter 2 expressions are derived for the probability of

error for ideal detection of signals in additive white Gaussian noise

for the most common methods of modulation. These ideal theoretical

expressions are then modified to determine the effects of carrier phase

reference error and symbol synchronization error. Since closed form

expressions cannot be determined for the effects of intersymbol inter-

ference and receiver nonlinearities, the theoretical aspects of these

r'4 anomalies are discussed in Chapter 3 as calculated results.

It must be pointed out that only a few of the derivations

presented are original. However, only the moat commaon expressions can

be found in text books, with many of the derivations spread widely

throughout the literature. Unfortunately, there are almost as many

variations in notation as there are articles. In some cases,

common derivations are extended to obtain expressions for probability

'W1Z
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of error for modulation schemes or anomaly effects not found in the

literature.

In addition to being necessary to verify the basic hypothesis,

Chapter 2 provides a convenient stand alone reference which relates

comparable expressions in a comon notation for the various modulation

systems. In many cases, the derivations as well as the resulting

expressions are quite complex and sometimes abstract. Efforts were

made to relate the mathematics to the physical situation to provide

insight into the effects of the anomalies on the probability of error.

In the next chapter the derived expressions are used to cal-

culate and plot BER curves to examine the effects of the various fac-

tors on their position and shape. In those cases where closed form

expressions were not attainable, the anomalies are studied directly in

terms of how they affect the BER curves.

Chapter 4 contains descriptions and analyses of the results of

the experiments that were conducted in an effort to verify the basic

hypothesis. These experiments were conducted on four available digital

communications systems which encompassed three different methods of

modulation. Where feasible, perturbations of error causes were intro-

duced into the systems to determine their effect upon the BER curves.

Baud timing jitter effects were investigated for a three level

partial response modulation system, a frequency shift keyed modulation

system, and a quadrature phase shift keyed modulation system. The

effects of carrier phase jitter were examined in two quadrature phase

........ M .. - . . . -=
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shift keyed systems of different design. Receiver nonlinearities were

investigated in the three level partial response system.

Due to limited resources (primarily availability of equipment),

it was not possible to study all types of digital modulation systems.

Also, due to individual design details, it was not feasible to intro-

duce each type of perturbation into each system studied. Nevertheless,

the experiments performed appear to be sufficiently representative to

form an adequate experimental base for the completion of the task.

Although, as previously mentioned, BER curves have been used

widely to analyze the performance of digital. communications systems,

no evidence was found of anyone attempting to induce error causing

anomalies in order to study their effect upon the curves. Indeed,

prior to this undertaking it was not completely understood that it would

be at all feasible to accomplish the desired results. These experi-

ments, therefore, served not only to support the conclusions regarding

the basic hypothesis, but also to provide original results that have

not appeared previously in the literature.

During the course of the experimental work the patterns of the
74'~

error curves suggested a new procedure for the alignment of digital

communications equipment that could have a far greater significance

than the reduction of test time. This procedure, which is based upon

the validity of the extrapolation technique, is described in some

detail.



The first section of Chapter 5 is devoted to correcting an

apparent disparity between the calculated effects of jitter and the

experimentally obtained BER curves. The theoretical predictions of

Chapter 3, as corrected, are then compared with the experimental re-

sults in terms of the shapes of the curves, and where measurements

vere possible, in terms of the amount of shift obtained.

A suimary and conclusions are contained in Chapter 6.

Lif



CHAPTER. 2

THEORETICAL ANALYSIS

As was mentioned in the introduction, only a few of the deriva-

tions contained in this chapter are original. However, the gathering

of the information under a single cover, with cotmmon notation and in

such a manner that comparisons of modulation techniques and anomaly

effects can be made, is felt to be useful. In some cases derivations

have been extended to fill apparent gaps in the literature.

Some of the derivations have been modified to provide insight into the

physical aspects and to gain understanding of the close relationships

among many of the detection methods and the error causes.

Often the derivations as well as the resulting expressions will

be quite complex. In some cases closed form expressions are not ob-

tainable. In others approximations will be necessary to reduce the f or-

mulae to usable forms. In each case the mathematics and the necessary

approximations will be related to the physical situation for greater

understanding.

The specific modulation techniques that are presented here have

been selected either because they are widely used or because they are

basic systems from which expressions for most variations can be obtained

readily. For each modulation scheme the expression of probability of

error is first derived for optimum detection in the presence of additive

white Gaussian noise. These expressions are then modified to reflect

9
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the effects of carrier phase reference error where applicable and symbol

synchronization error.

Discussions of intersymbol, interference and receiver nonlinear-

ities have been deferred until Chapter 3 since closed form expressions

for their effects cannot be derived. These anomalies will be more read-

ily described directly in terms of their effects upon the characteristic

curves of BER versus signal-to-noise ratio.

Throughout this chapter only additive white Gaussian noise will

be considered. The justification for this is that the primary interest

is in internal receiver anomalies and not outside channel effects.

Linear filtering does cause band limiting of the noise. Where this

affects the results it is so noted; however, the noise distribution is

still Gaussian. The effect of square law devices upon Gaussian noise

is described in the discussion of non-coherent detection of ASK and FSK.

The chapter has been organized so that, where possible, previous

derivations and expressions can be cited to preclude duplications.

Toward this end it is appropriate to begin with a discussion of the

coherent correlation receiver.

Performance of the Ideal Coherent Communication Receiver

In order to establish the desired common notation it will be

necessary in each case that follows to begin with the derivation of the

probability of error for optimum detection. Figure 2.1 is a block dia-

gram of the well known correl~ation receiver which, for most cases, is

optimum for the detection of binary signals. For a straightforward

derivation of the correlation receiver, see Whalen (1971). The received

* * .,
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rMslit)

Fig. 2.1. Correlation Receiver for Binary Signals.

signal r(t) is assumed to be the sum of the transmitted signal and white

Gaussian noise, r(t) s(t) + n(t). The transmitter output is a known

signal s (t) for T seconds if the bit to be transmitted is a zero, and

a second known signal sI(t) if the bit is a one. The noise n(t) is

assumed to have zero mean and spectral density N /2.0

Note that the spectral density N /2 is a two-sided spectral den-0

sity; i.e., the frequency response is uniform from -- to -. Many auth-

ors define a one-sided spectral density that is uniform with frequency

from 0 to - with amplitude N o . Although possibly confusing, the re-

suits are identical when considered over a finite bandwidth, -B to B

on the one hand and 0 to B on the other, the total noise power being

N B in both cases.
0

.11 '-
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With the assumption that the transmitted signals are equally

probable, the decision rule may be expressed: decode r(t) as sl(t)

(call this decision Dj) if:

T T T

G r(t)sl(t)dt - r(t)sW(t) +1 [S2(t) - s2(t)]dt z 0

0 0 0 (2.1)

otherwise decode r(t) as s0 (t) (decision DO). The third integral repre-

sents half the difference of the energy per bit of the two signals. If

the two signals were of equal power then the value of the third integral

would be zero and the decision rule would be simply: choose D1 if the

output of.the upper correlator (first integral) is the greater.

The sum of the three integral terms of Eq. (2.1) have been

denoted G for convenience. The first two terms of G are integrals of

Gaussian random processes and the third is a constant; therefore, G is

a Gaussian random variable and only its mean and variance will be re-

quired to determine its probability density functioa. The error prob-

ability for the decision rule will be:

Pe P{DiIso}P{so} + P{DOsj} P(sl} (2.2)

or, in terms of the density function of G conditioned upon s0 (t) and

~si(t):
00 0

Pe =  p(Gjso)dG + . p(G!sl)dG (2.3)

e 2 2) 23
0 -

This is illustrated in Fig. 2.2.

I!
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p(G~s0) p(Gls1]

0

Fig. 2.2. Conditional Probability Density Functions
of G, and Error Regions.

The expected value of G conditioned on so(t), denoted by

is:

T

IG0 ElGIsi) - Ell [so(t) + nt]ltd
0 0

T T

f f[so(t) + n(t)] so(t)dt + If[s2(t) S- s(t)]dtj

0 0 (2.4)

Since the mean of n(t) is assumed to be zero, this becomes:

)T T TI

ri Elfso(t)s1 (t)dt - Js2(t)4t + J[s2(t) -s2(t)]dt)

0 .0 0

ItI

T

1 (

[S0 (t) - s(t) 0 dt (2.)5)

0

01 0 (2.4

"i Sin -- ce the4 mean of-------- n -) i s u e ob e o h sb c m s
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Assuming that s0(t) was sent, Eq. (2.1) may be rearranged to show that:

T

G - nG J n(t)[sl(t) - s0(t)]dt

0

so that the variance of G conditioned on so denoted by o2 is then:
G

o*G0- E[G- no]2} (€T t)- so(t)]dt Jn(t)[s1Qr)
00TTT

U2 - j([G d -nj E~nt n(t) [s(t) - so(dt (T)lT

00

- s0 (T)]dtdT (2.6)

Since the noise is assumed to be stationary white Gaussian with spectral

density N /2;

E{n(t)n(r)} = (N /2)6(t- -)

the variance is therefore:

T

= - N0  [s1 (t) - s0 (t)]
2dt (2.7)Go0 2 "

00

It can be similarly shown that the expected value of G condi-

tioned on sl(t) being sent is:

T

n G [s0 (t) - sl(t)] 2dt (2.8)

0

and the variance is

T

a J [s0 (t) - sI(t)]
2dt (2.9)

0

* .o



Now define the average energy of the two signals:

T

E [ s2-(t) + s2(t)]dt(23)

0

and a time cross correlation coefficient:
T

P 1ts~t t(.1

0

The means and variance can then be expressed:

T) ~ E( - p)1 G

U2  az N E(I - P) .(2.12)

G 0 G 1 a

The conditional probability density functions are then:

P(GIO) e J [G + E(1-P)1 2l
p(Gs2 7r 1.(Ip 1/2 e2p 0 E(l-p)

p(Gjsj) - I /2 exp I - - E(I-p)12  (.3
~2iN E1p12 2N 2E(I-p) I(.3

As is illustrated in Fig. 2.2 the error probabilities will be equal;

r'4i.e., P(DjjsO} P(D0 jsj}, so that the overall bit error probability

will be:

P bP(Gjso)dG

0

which, with a change of variable becomes:

P b 1 j/ e-Z/ dz

CE/N 0 (1-p)l 2
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where

G E(1-P) 12  (2.14)
0

This form is convenient for evaluation if the complimentary error func-

tion is defined:

erfc(x) 11/2 f e-Z2/2dz . (2.15)
[.(2w) f

x

The probability of bit error can then be expressed:

P erfc o-
-L (1-0) ] (2.16)

The above analysis has primarily been summarized from Whalen

(1971). A particular note of caution is required here. Many authors

utilize a definition of the error function which is similar and very

often found in tables of functions; i.e.,

erfc(x) 2 -i e-du. (2.17)

With this definition, the probability of bit error becomes:

Pb[ erfc (i-L ) 1 (2.18)

In some publications this conflict of definitions is avoided by referring

to Eq. (2.15) as Q(x), the normal probability integral, yet defining

erfc(x) as in Eq. (2.17). Throughout this work the definition and proba-

bility of error of Eqs. (2.15) and (2.16) will be used.

Coherent Phase Shift Keying (CPSK)

In a binary CPSK system it will be assumed that the signals are

sine waves 1800 out of phase and designated by:

-1
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so(t) A sin wt si(t) = A sin(ut + iT) = - A sin wt

With these signals it is readily seen that:

T

E * A2T 1 f 2  22 T  -Asn d=-i.

0

Since it can be shown (Whalen, 1971) that jp- I 1 for any two possible

signals, it is apparent that binary CPSK is the optimum binary communica-

tion system. The probability of bit error from Eq. (2.16) is then:

Pb erf c [. E ] 1/2
erc- 1 .(2.19)

0

The exact probability of error for a quadrature phase shift

keying system can be obtained in closed form, however the derivation is

quite complex (Bennett and Davey, 1965) and generally serves only the pur-

pose of justifying approximations to simplify the form. The precise

expression for probability of symbol error for QPSK in terms of symbol

signal-to-noise ratio is:

P 2 erfc [E - erfc2[j j 1/2 (2.20)

For any Es IN in the area of particular interest (i.e., Es IN > 5) Ps

is well approximated by dropping the second term. Also, whenever the

symbol error rate is small (say less than 10- 3) the bit error rate will

be approximately 1/2 the symbol error rate. Therefore the bit error

probability for QPSK is generally approximated by the expression:

ri1/2
Pb= erfc (2.21)

I

-]N
• .' " I .-. - .----- '---- [ 70
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Another note of caution is required at this point. Since there

are two bits per symbol, the energy per bit Eb - 1/2 E., and therefore

many authors write the probability of bit error as:

[ 2 erfc (2.22)

and claim the performance to be essentially the same as binary CPSK.

The primary advantage of QPSK is to obtain twice the bit rate in approxi-

mately the same bandwidth as binary CPSK. When this is done, approxi-

mately 3 db additional signal-to-noise ratio is required for the same

error rate. The detection schemes are different and it is rather point-

less to dwell on how one should be compared with the other.

The probability of error for multi-phase systems beyond four

phases cannot be derived precisely in closed form. However an approxi-

mate form for N phases, N > 2, has been shown (Cahn, 1959) to produce

accurate results. The symbol error probability is given by:

[2E 1/2

Ps M 2 erfc _sin2  . (2.23)

If a Grey code is used in assigning symbols (adjacent symbols differ by

r"4 only one bit) then the probability of bit error can be estimated by:

P
Pb ogs (2.24)

CPSK with Carrier Phase Reference Error

In any practical communications system the synchronization sig-

nals needed to perform coherent detection are not known exactly since

a
.,
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they are derived at the receiver in the presence of noise. When the

synchronization signal is used to provide a carrier phase reference for

coherent detection of phase shift keying the resulting carrier phase

reference error is a random variable and is commonly called phase jitter.

A discussion of synchronizing signals and the probability distribution

of the phase error (jitter) is contained in Chapter 3.

The immediate effect of carrier phase reference error is degrada-

tion in system performance from the optimum or ideal. More specifically,

phase jitter increases the probability of error relative to the ideal

for a given signal-to-noise ratio. The objective of this section is

then to derive an analytical expression from which the increase in the

probability of error can be determined.

Rather than initially assuming a probability density function

for the phase jitter and attempting to obtain an expression for the

probability of error directly, the approach will be to determine the

error function conditioned on the jitter so that the average probability

of error can be obtained by integrating the expression over the density

of the jitter. To determine this conditional probability for CPSK it

will be convenient and will lose no generality to assume'that so(t) and

sl(t) are of equal magnitude but-opposite polarity. Then the test

statistic G of Eq. (2.1), assuming so(t) is sent and introducing l/T

as a normalizing factor, becomes:

4
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G(6) f [Asinwt + n(t)l[Asin(wt + 6)]dt

0

T

- !Tf (Asinwt + n(t)](- Asin(wt + 8)]dt

0
T

2 g [Asinwt + n(t)][Asin(wt + e)]dt (2.25)

0

where 9 is the assumed phase error. The mean is then (remembering that

n(t) has zero mean):
£ T

E(G(0)} - E [ - r sinwt sin(wt + 8)dt

0
T

-E _ [cos(2-it + 6) - coseldt] • (2.26)

0

Now assuming that w for n either an integer or else large compared
T

to unity, the integral of the first term is zero, and
T

E{G(O)} - f cos e dt (2.27)

0

It can similarly be shown for s(t) sent:

Tr* A2
)E(G()} - f cos ) dt (2.28)

0

i The variance of G conditioned on 8 for either signal sent will be:

T0 2= E(G2(9)} - E2{G(9)} = E(. f A2sinwt sin(wt + 6)

oT

+ n(t)Asin(wt + 6)]2dt--E A2 cos 6 dt]2l . (2.29)
0 o

[,0
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After some straightforward but messy manipulation this becomes:[~ T T
S- Jcos dt]2 + A2N[ Jcos 8 d 2 - A2N

0 0
(2.30)

The variance is independent of the phase error and the overall effect

is to reduce the average signal power by:

T

f cos 6 dt

0

Note that at this point in the derivation, we have allowed 8 to be a

function of t; i.e., the phase error may change during the symbol inter-

val.

Now with E - A2/2 (a normalizing factor I/T was introduced) and

letting T

Y cos 8 dt the conditional density becomes

0

1 1/ exp -2EY (2.31)
[4vrfENI / E 0

substituting:

SG- 2EY

and recalling that the conditional probability of bit error is

PbI8 - p(G!9)dG

0

1.7
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We see that T

1 z2dz 2

P - (21/2 2 - erfcL ) cos 8 d
(21r) 2E1/2Y0(2E/) 1/ 0 (2.32)

This derivation of Eq. (3.32) is straightforward and the results agree

with those found in the literature. However, the method used here which

is consistent with the previous derivations is thought to be unique.

Although Eq. (2.32) appears simple, it would still be a formi-

dible task to evaluate the expression in general to determine an average

probability of error. To further simplify the process, two special

cases will be examined. The first will assume that the phase error

varies slowly with respect to the data rate so that a may be considered

constant during a symbol interval. The second case of interest is where

the error is assumed to vary rapidly over the duration of a single sym-

bol. The transition point between these two cases is a matter of engi-

neering judgment based upon the ratio of the system data rate T-1 and

the bandwidth of the tracking loop. For most communications problems,

the first assumption provides a close approximation to actual system

performance. Indeed, most authors do not treat any other case. How-

ever, the second case could be applicable for relatively slow data rates

such as used in some telemetry systems. For a treatment of the inter-

mediate case, see Lindsey and Simon (1973).

Under the assumption of constant phase error in the symbol inter-

val the conditional error probability becomes:
' [2E'1/2 9

- b1 - erfc[( ) cos (2.33)

1.:
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and the average probability of bit error may be determined by integrating

this expression over the probability density function of the phase error

Pb p()erfc[(E cos de6 
(2.34)

The results of this integration will be discussed in Chapter 3.

In the second case the assumption is made that the phase error

varies rapidly over the symbol time interval T. If this is true, then

the quantity: T

Y _ I cos e(t)dt

0

is a good measure of the true time average of the function cos 6 (t),

and if this process is ergodic (which is a reasonable assumption) then

the time average may be replaced by the statistical mean, i.e.,

Y Z cos a

and the average probability of error becomes:

r2E
1/2 1

P erfc yi/T) c o]-- (2.35)

It is interesting to note that, if the random variable 6 has

zero mean and if its density is symmetrical about zero (which will be

shown to be true in many cases), then cos - 1 and the jitter has no

effect upon this estimate of the average probability of error, at least

to the extent that the time averaging is valid. If the mean of 6 is

not zero then the mean of cos 8 must be determined by integrating cos 6

over the probability density of 6.
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Similar arguments can now be used to extend these results to

QPSK. The conditional probability of bit error in terms of symbol signal-

to-noise ratio for Case 1 above is:

Pble erfc [-() cos (2.36)

and for Case 2:
E 1/2

P erfc[( ) co-s e (2.37)

, Note that Eq. (2.37) is not a conditional probability since cos 6 is

a real number and not a random variable.

CPSK with Symbol Synchronization Error

As with carrier phase reference error, if the synchronization

signal used to time the symbol interval is in error, the result is to

degrade the system performance from the optimum for coherent detection

as previously determined. Again this symbol synchronization error is

a random variable and is commonly referred to as baud timing jitter.

The approach to determining the effects of baud timing jitter

will also be to obtain an expression for the probability of bit error

conditioned on the timing error. The average error probability is then

evaluated by integrating the conditional probability over the density

of the jitter. The results of this integration will be discussed in

Chapter 3.

If baud timing is derived from the same synchronization signal

as the carrier phase reference, Stiffler (1971) has shown that in a

CPSK system the degredation due to the combined symbol and carrier

17
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phase errors is well approximated by that due to the carrier phase error

alone.

In order to better understand the effects of baud timing jitter,

in this section it will first be assumed that all symbol timing is ob-

tained from a separate source resulting in independent timing error. It

will also be assumed that the error is constant over the duration of a

symbol. That this latter is a reasonable assumption will become evident

from the discussion of phase-locked-loops in Chapter 3.

It will be instructive to first examine the timing of the inte-

grators in the coherent correlators of the ideal CPSK receiver. With a

baud timing error of r seconds the integration will take place over the

interval (T, T + r). It is evident that the effect of this error will

be dependent upon the presence or absence of a symbol transition. If

the successive symbols are identical, the timing error will have no

effect on the correlator output and thus not affect the probability of

error. On the other hand, if transitions occur at every symbol, the

period of integration will be reduced by 2T (since p- -i). The expected

value of the correlator output will then be reduced by the factor

(1 - ). If the successive symbols are independent and equallyT "

likely to be either of the binary signals, then for binary CPSK the prob-

ability of error conditioned on the symbol synchronization error will be:

I e r f V E 1 2 r c ( ) l '-
- L + 1(1- LL(2.38)

This expression has been derived for the symbol interval timing

of the correlator integrators and will approximate system degradation
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assuming that this timing is independent of the carrier phase reference.

Even though this is not always the case in practical receivers, the

derivation is of considerable value. Indeed, the result can readily be

seen to provide a valid expression for estimation of the increase in

error probability for retiming of the detected data. This can be visual-

ized by considering the retiming to be the timing of the decision ele-

ment at the output of the correlators.

A slightly different expression for the effect on error probabil-

ity will be obtained if the retimed data is in other than a no-return-to-

zero (NRZ) format. This will be discussed later in this chapter.

Differential Phase Shift Keying (DPSK)

Two distinct forms of DPSK will be studied, both of which in-

volve the differential encoding of the digital data prior to PSK modu-

lation. In the first case the demodulation is coherent, while in the

second a differential detection process is used.

Differential encoding of a data stream refers to the process of

sending a signal based upon the present information bit and the preced-

ing transmitted bit. This is normally accomplished by a modulo two

adder (exclusive or gate) and a one bit delay element as shown in Fig.

2.3. In this way a "one" is transmitted if the present information

bit differs from the previously transmitted bit, and a zero is trans-

mitted if they are the same.

This encoding process is commonly used in coherent PSK systems

where carrier recovery is accomplished at the receiver from a suppressed

*--
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data ADDER encoded

data

Fig. 2.3. Differential Encoding.

carrier signal. Most such carrier recovery systems will suffer a phase

ambiquity of 7 radians in the binary case. The reason for differential

encoding of the data stream is that the decoded output will be correct

for either phase, even in the presence of a r radians phase slip (one

error will occur).

Coherent Detection

The probability of bit error for the binary case is readily

determined from the following logic. Correct decoding of the nth infor-

mation bit will occur if the nth and the (n-l)th, received bits are cor-

rectly detected or if they are both incorrectly detected. Therefore,

the probability of error will be the sum of the probability that the

nth bit is detected incorrectly and that n-i was correct plus the prob-

ability n is correct and n-I is incorrect. Assuming that the probabil-

ities of detection error are independent and equal for every bit, the

probability of bit error for coherent detection of a differentially

encoded signal becomes:
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Pb = P(nc (n-I)e + P{ne (n-1)c 2 P e(1-Pe) (2.39)

where Pe is the probability of bit error for binary CPSK:

erf (~1/2P e W erfc (Po)

then this becomes
Pbs rf 2E 1/2  12E 1/2]

.erfc oi -erfc( ) J (2.40)

A general expression of probability of symbol error for an N-

phase system can be found in Lindsey (1973). The only other case for

which an exact closed form is available is the quadriphase system. The

probability of symbol error is:

1/2 E 1/2 E 11

4 err3(c)

- e f4 / (2.41)
2

where Es IN is the symbol signal-to-noise ratio.

The effects of carrier phase reference error and symbol synchro-

nization error for coherent detection of differentially encoded binary

PSK are readily obtained from the results derived for CPSK and from Eq.

(2.40). For carrier phase jitter, the conditional probability of bit

error is (assuming constant error over a symbol duration):
-1/

P be - 2 erfc cos e 1 - erfc No) cos e . (2.42)

The probability of error conditioned on baud timing jitter is similarly:

b- 2 erfc[( ) N T'r9]

j. (2.43)

m..
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Differential Detection

Differential detection of differentially encoded signals is what

is normally termed differential phase shift keying (DPSK). In some

communications systems it is not desirable to obtain and maintain a

coherent phase reference in the receiver. DPSK is an ingenious method

of avoiding the problem. Detection is accomplished by phase comparison

of successive symbols, thus information is conveyed by the phase tran--

sitions between pulses rather than by the absolute phase of the pulses.

Differential detection is implemented very simply by coherently

detecting each pulse using the previous pulse delayed one symbol period

as the reference signal. This is illustrated in the block diagram of

Fig. 2.4. Unfortunately, the analysis of the system to determine the

probability of error is nowhere near so simple.

received -Mdecision
signalelement1-I

Fig. 2.4. Differential Decoding of PSK.

7 -
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There are a number of methods (all with the same result) for

deriving an expression f or error probability. One method, attributed

to Stein and Jones (1967), involves the diagonalization of a quadratic

form to obtain an expression similar to that which will be integrated

to obtain the probability of error for non-coherent FS1C in the next

section. Another method for calculation of the error rate for a speci-

fied signal-to-noise ratio is to obtain the probability density func-

tion for the phase of a single pulse (Doob, 1953). The probability that

the difference phase deviates by more than 90 degrees from its proper

value can then be obtained by graphical integration.

An alternate technique due to Cahn (1959) which provides a

closed form solution is only slightly less mathematically complex than

Stein and Jones' method but provides some graphical insight into the

physical situation.

Suppose that the phase of the noise-distorted first pulse has

the value 6 with respect to its undistorted position. The probability

of error conditioned on e is then the probability that the phasor

representing the noise distorted second pulse will cross the decision

boundary indicated in Fig. 2.5. Only the component of noise of the

second pulse that is parallel to the distorted position of the first

pulse can cause an error. From the figure it can be seen that this

conditional probability of error is:

P1  1.. exp [x (2.44)
ol 2E cos 2N 0o
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noise distorted first pulse

log noise distorted
second pulse

noise components
referred to distorted

2position of first pulse

- in-p~hase axis

F'ig. 2.5. Effects of Noise on Differential Detection of PSK.

Here it has been assumed that the noise is again white and Gaussian and

that E is the signal power. The form of Eq. (2.44) is quite familiar

and can be expressed as:

~bj -erfc[) Cos a] (2.45)

That this expression is identical to that derived for coherent

detection with carrier phase reference error is quite revealing. In

coherent detection, when the phase reference is perfect, the probability

of error is a function only of the magnitude of the signal-to-noise

ratio. If there is no phase variance between the pulses used for
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differential detection, should not the two processes be equivalent?

That this is so is intuitively gratifying. That the effectiveness of

the differential detection scheme is diminished by a factor of the

cosine of the reference phase error is a logical extension.

It remains then to integrate the conditional function of Eq.

(2.45) over the probability density of the phase angle 8 to obtain an

expression for average probability of error. Rice (1954) has derived

an expression for the density of the phase of a sinusoid plus Gaussian

noise. The function is quite complex but can be asymptotically approxi-

mated by:

p(a) Cos8 exp sin 2  (-nr < e _ i) . (2.46)

A graphical illustration of this distribution for several values of

signal-to-noise ratio is shown in Fig. 2.6.

This expression is then substituted into:

P J i p(e) erfc[LEo cos de (2.47)

The integration is performed by first expanding the functions in an(2E 1/2

absolutely convergent power series in(L-) cos 8. All the terms
0

except a single constant term will contain cos 8 raised to an odd power

which integrate to zero over a full cycle. The remaining constant term

yields the probability of error for DPSK:

S1 -E (2.48)
b 2 -PN 0)

UMMa
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2.0

pM

S/N" 12 db°6 d
.0",4,

0

3db

NL0 db

T/2

Phase Angle (radians)

Fig. 2.6. Probability Density of Phase Angle for

Sine Wave Plus Gaussian Noise.
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A comparison of the characteristic curves of bit error rate (BER) versus

signal-to-noise ratio for CPSK, DPSK, and other modulation and detection

techniques is contained in Chapter 3.

Improved schemes for differential detection have been devised

which utilize the phase of several prior input pulses for reference. It

has been shown that tight upper and lower bounds for the probability of

error of such systems exist and are exactly those expressions derived

above (Lindsey and Simon, 1973). That is:

2 erf2 I2'1ex(;

2 N0 er j - erfc (2N ~ Ib -2 (2.49

For multiple phase shift keying ( 1 4), only approximate expressions

can be derived for probability of error. A common expression approxi-

mating the symbol error probability due to Cahn (1959) is:

1 exp _ zT
P W _i sin2) (2.50)

The effects of carrier phase reference error have already been

taken into account in the expression for average probability of error

in a DPSK system. It is interesting to note from the density function

given in Eq. (2.46), for the higher signal-to-noise ratios and for small

angular deviations, that the difference angle between successive pulses

is approximately Gaussian. As will be seen and discussed in some detail

in Chapter 3, this results in an identical approximation to the effects

of jitter from a phase-locked-loop upon coherent detection.

The effects of symbol synchronization error upon binary DPSK is

analogous to coherent detection of PSK. A timing error at the single
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correlator of Fig. 2.1 affects the magnitude of the output by the fac-

tor (I - 21 . The conditional probability of bit error for DPSK

in the presence of baud timing jitter is then:

PbIT f exp -4)0. (2.51)

The density function of the timing error will of course be dependent

upon the timing source and the average probability of bit error can be

determined by integrating the conditional probability over the function

for all values of T.

Amplitude Shift Keying and
Frequency Shift Keying Systems

Amplitude shift keying (ASK) and frequency shift keying (FSK)

have been included under the same major heading because of the similari-

ties in the derivations of the error probabilities and the close rela-

tionship between the results.

In binary ASK the amplitude of the carrier is switched between

two levels, usually between the extremes of full on and totally off.

In this case, ASK is most often referred to as on-off keying (OOK).

V This is the case that will be examined here. The carrier on condition

will typically correspond to a binary one and the off condition to zero

thereby conveying the digital information.

Switching between two constant but different frequency sources

with the carrier selected being dependent upon the binary code is termed

FSK. Error probabilities derived for the binary case will be extended

Z- EZ'71
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to so-called U-ary systems where H different frequencies (or other

orthogonal waveforms) are used to transmit information.

The FSK waveform may be viewed in format as two (or more) inter-

laced ASK signals at different frequencies. It is this fact that will

be used in developing the similarities in the error probabilities. In

all cases considered here, it will be assumed that the transmitted pulse

envelope is rectangular in shape with no spaces between pulses. Other

pulse shapes will be examined later in the discussion of baseband modu-

lation systems.

Coherent Detection of ASK and FSK

In the discussion of the performance of the ideal coherent

communications receiver in the presence of additive white Gaussian

noise the probability of bit error was shown to be:

P erfc [- (l-P) . (2.52)

For OOK the average signal energy and correlation coefficient as de-

fined in Eqs (2.10) and (2.11) are:
A T

E s2 (t) dt and P 0 . (2.53)
2

0

The probability of bit error is therefore:

- erfc - (2.54)

40
* 7',.., ..- !
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Similarly for FSK:

T

E .S2(t) + s2(t)] dt and p-0 (2.55)2 0 1

0

and the probability of bit error is again
1/2

Pb - erfc (-) (2.56)

So for the same average energy per bit the error probabilities are iden-

tical. However, if the signal amplitude in the OOK case is constrained

to be no larger than for the FSK signal (which provides a more reason-

able comparison), the FSK performance will be 3 db better than the OOK

(see Chapter 3 for performance curves).

Jitter Effects on Coherent Detection of ASK and FSK

The effects of carrier phase reference error and symbol synchro-

nization error on coherent FSK detection can readily be seen to be very

similar to the effects on coherent PSK as has been described previously.

In the case of carrier phase jitter a derivation similar to

that for CPSK can be accomplished to verify the following results. How-

ever, it should be intuitively evident that the expected values of the

integrator outputs of the ideal correlation detector will be modified

by the factor:
T

SI
y cos 9(t) dt (2.57)

0

and that the variances of the outputs are unaffected by the Jitter. If

the phase error is assumed constant over a bit period the probability
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of bit error conditioned on e becomes:
"E1/2 ]

Pb,1  " erf c E s el . (2.58)

The average probability of error is then determined by inte-

grating the conditional probability over the density of 8 as was de-

scribed previously. Similarly, if the phase error is assumed to vary

rapidly over a bit period and the process is ergodic, then the time

average may be replaced by the statistical mean and y becomes:

y = cos 8

a constant, and the average probability of error is:

[(-' E 1/2

erfctIi(+ cos e (2.59)

The effects of symbol synchronization error on coherent detec-

tion of FSK are not quite the same as for CPSK. As before this is seen

by considering the timing of the integrators in the coherent correla-

tors of the ideal CFSK receiver. With a baud timing error of r seconds

the integration takes place over the interval (T, T+-r). If successive

symbols are identical, the correlator output will be unaffected by the

timing error. However, if transitions occur at every symbol, the period

of integration is effectively reduced by T (since P-0). This results in

an expression for probability of error for CFSK conditioned on symbol

synchronization error:

e rf c (J 2 + 4erf c[(--) ( . (.0

ii"
b - '-(

. ..... ~ .0- 
T-,, 

m maad m n - a- ll.nll _/ ~ '
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It should be restated that this expression assumes the signal pulses

are rectangular and that the baud timing is independent of the carrier

phase reference. The average probability of error may then be found

by integrating this expression over the probability density function

of the timing error T.

In the case of coherent detection of OOK the effect of carrier

phase reference and symbol synchronization errors ate slightly differ-

ent. This is readily visualized by considering the ideal receiver to

be a single correlator whose output is compared to a threshhold half

the magnitude of the expected value of the output (with no timing error

present). Then assume a carrier phase reference error a. Again the

variance of the correlator output will be unaffected. The mean value

of the output will be affected only when the signal is present.

Assuming that signal and no signal are equally probable, the condition-

al probability of bit error for coherent detection of OOK in the pres-

ence of carrier phase reference error is:

b ertc (E 1/ + I erfc[(E\)1/2 cos dt] . (2.61)
0

This reduces to expressions similar to Eqs. (2.58) and (2.59) when the

phase error is assumed to be constant over a symbol period:

fc 12[(,E) 1/
b3 2 o) 2 (2.62)

and when assumed to vary rapidly over each symbol period:

P ef Ej1/2 +#.erf cL(~ -* (2.63)
anI (No) assumed

j "
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Again, although the derivation of Eq. (2.61) is relatively straightfor-

ward, it could not be found in the literature.

A similar reasoning is used to obtain the conditional probability

of error for coherent OOK in the presence of baud timing error. In CPSK

the period of integration was effectively reduced by 2T when signal tran-

sitions occurred. With OOK since the correlation coefficient is zero as

in CFSK rather than minus one, the integration period is reduced by T

when the signals are alternating. The output of the correlator is

A2  A2
(T-T) during a mark and -r during a space. The probability of error

assuming a state transition is:

2

p ..1.exp dx (2.64)e 3 /2_rEN 2EN
A
2T

4
A2T

However, for OOK, E = -- . Then by a change of variables and assuming

that the probability of a state transition at any bit is one-half, the

overall probability of error conditioned on symbol synchronization

error is:

P -erfc + erfc
b 7 \1 0El/ 2o T[~/ -. (.5

Non-coherent Detection of ASK and FSK

Non-coherent detection of ASK and FSK is much more commonly

used than coherent detection since it is much simpler and less costly

to implement and, as shall be seen, is only slightly less effective.

However, these benefits do not carry over to the mathematical analysis.
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Derivation of the probabilities of error for non-coherent detection are

much more complex than for coherent detection and require the evaluation

of formidable integrals that in some cases cannot be dccomplished in

closed form. The attempt here will be to relate the mathematics to a

physical understanding of the detection process. References to commonly

available literature will be provided for much of the detailed deriva-

tion. Sufficient mathematical analysis will be presented to insure an

understanding of the effects of jitter and other receiver anomalies on

the probabilities of error.

It can be shown [see Whalen (1971) for example] that the optimum

receiver for detecting a signal of known amplitude and frequency but

unknown phase in the presence of white Gaussian noise is the quadrature

receiver. An equivalent and more common receiver utilizes a matched fil-

ter and an envelope detector. The output of the envelope detector is

compared to a preset threshhold to determine whether a signal is or is

not present at the input to the receiver. Obviously a single matched

filter and envelope detector will be sufficient for an OOK system,

whereas FSK detection will require a number equal to the number of pos-

sible signals (2 for binary, etc.). The filter in each case will be

matched to one of the possible signal frequencies. For the moment, a

single matched filter and envelope detector shall be considered.

The probability of error for the receiver can be calculated if

P- the probability density function of the output can be determined. Re-

'member that in the case of the coherent detector the output was found

to be Gaussian and therefore completely determined by the mean and

T-]
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variance. The output of the non-coherent receiver is not Gaussian, but

its density can be determined in terms of the input signal-to-noise

ratio.

Assume that if a signal is present at the input to the matched

filter, it has the form:

r(t) - A cos ( ct + e) + n(t) . (2.66)

The amplitude A and frequency w c are assumed known and 8 is a random

variable uniformly distributed (0, 27). The noise, n(t) is assumed to

be white Gaussian with zero mean and variance N /2.0

The output of a matched filter with a sine wave input is shown

in Fig. 2.7. In a coherent matched filter receiver, the phase of the

input would be known so that the filter output could be sampled at pre-

cisely the correct time T to correspond to the output of a correlator

(maximum output). Since the phase of the input to the non-coherent

receiver is unknown it is necessary to determine the distribution of

the envelope of the signal plus noise at a specific instant of time.

If n(t) is assumed to be a narrow band process about the fre-

quency wc (filters will normally precede the detectors) then it can be

expressed in the form (Rice, 1954):

n(t) - x(t) cos wct - y(t) sin wct (2.67)

and r(t) is then:

r(t) =[A cos 9 + x4t)] cos Wct -[A sin a + y(t)]sin w c t

M . - M
t
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Envelope

7t-) K atched Fle

Output

Fig. 2.7. Matched Filter Output and Envelope
for Sine Wave Input.

The signal envelope can then be expressed as (Feller, 1957):

q(t) = [q2(t) + q2(t)] (2.68)

where:

qc(t) A cos 6 + x(t)

qs(t) A sin e + y(t)

For any given value of e and considering, for the present, a fixed t-iT,

both qc and qs are Gaussian random variables which may be shown to be

uncorrelated. Then the means are:

E {q I - A cos 9 and E {q I A sin 8
c s

and the variances are equal:

-Mk

32 = N /2.
0
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The joint density function of qc and qs conditioned on 6 is:

P(q sexp - [ -A cosO) 2 + (qsA sin) 2
q5c 2r exi 2,a

(2.69)

A change of variables to

q = (qcZ + qs2)1/ 2  q> 0

and

* = arc tan qs/q 0 < 0 < 2w

results in the conditional density function:

p(q,016) q ---.-- 1 exp + A- 2 A q cos (6-0)] (2.70)

21ra 2  1 q2  A

The marginal density of q given 8 can then be found:
27

p(06) J p(q,010) do
0

2,,
exp2 2 [q+A2]} f exp[A cos (8-0)]do (2.71)

0

The integral is recognized as the modified Bessel function of the first

kind of order zero:

.... 27, (
f exp Aq Cos (0-o do - 21r I A
fo

The density function of the envelope of the signal plus noise is then

independent of 9 and is expressed using the subscript I to indicate

signal is present (this is the Rician density function):

p2(q) - exp (q2 + A') io , q a_ 0 (2.72)

.=
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The probability density function for noise only at the input to

the detector (subscript 0 indicating no signal present) can be found by

letting A - 0. This is the Rayleigh distribution:

PO (q) - exp 202), q z 0 (2.73)

The Rician and Rayleigh distributions are shown in Fig. 2.8a.

If the decision threshhold for determining the presence of a signal is

designated VTo then the probability of error for OOK will be found from

the expression:

VT

= 2 p0 (q) dq+ g pl(q) dq . (2.74)

VT 0

These integrals may be differentiated with respect to VT and the result

set equal to zero to determine the optimum value for VT. By Leibnitz's

rule it is readily seen that the optimum threshhold must satisfy:

1 [-P0 (VT) + P1 (VT)] (2.75)

which corresponds to the intersection of the two density functions as

shown in Fig. 2.8a. Although this appears simple from the diagram, re-

duction of Eq. (2.75) produces a transcendental equation. An approxi-

mate solution given by Stein and Jones (1967) is:

/ BNo 1/2

VT - i+-) . (2.76)

That the optimum threshhold is a function of the signal-to-noise ratio

is evident from Fig. 2.3b which illustrates normalized Rician densities.
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p (Ti) (Rayleigh)

p (q) (Rician)
(a)

ootimum Threslold
Voltoqe V

L 2 I0 RAYLJGI4) V - q/a

a- (A'TfN 0

GI

Oi

Fig. 2.8. Rayleigh and Rician Probability Density Functions.

a. Optimum threshhold for ASK
b. As a function of signal-to-noise ratio.

I&.
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If a large signal-to-noise ratio is assumed so that VT z A/2, then the

probability of error for non-coherent detection of OOK may be approxi-

mated by the expression (Schwartz, Bennett, and Stein, 1966)

N1 /2

j0+( ) ]e p ) (2.77)

where E ---ZT as previously defined is the long term average signal
4

energy per symbol assuming equally probably zeros and ones.

For non-coherent detection of binary FSK, two matched filters

and envelope detectors are required, one matched to each of the two

signal frequencies w0 and wl. The input r(t) is signal plus noise

r(t) - si(t) + n(t) as previously described. It will be assumed that

the signal amplitudes are equal si a A sin(w.t + 6) where e is a random1. 3.

variable uniform (0,2w) and that the average energy per symbol is

E - AT2/2. It will also be assumed that the outputs of the detectors

q0 and q, are statistically independent. This is not strictly true

since each of the signals are time limited and their true spectra are

infinite. However, if the difference Iwo-wjj is sufficiently large,

the spillover of energy into the wrong filter will be small and may be

neglected.

The decision will now be to choose the output that is greater.

To determine the probability of error, the density functions of the

outputs q0 and q, must again be examined. If signal s, is present, the

output q, will be Rician dependent upon the signal-to-noise ratio and

the output q0 will be Rayleigh distributed. The opposite will be true

if signal s, is present. From the assumed symmetry it is evident that

I-
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the probability of error can be determined by assuming signal s, is

present and calculating the probability that output qQ is greater than

q I The average error probability is found by averaging over all values

of q1:

Pb .Pl(qj) [jpO(qo) dq d q• (2.78)

This function has been evaluated (Reiger, 1953) with the result

for average probability of error for non-coherent detection of binary

FSK:

Pbx( ) .exp (2.79)

For large values of signal-to-noise ratio it is evident that the

probabilities of error for non-coherent ASK and FSK are almost identical

for the same average symbol energies. Comparisons of the characteristic

BER curves will be made in Chapter 3.

Jitter Effects on Non-coherent Detection of ASK and FSK

Since by definition non-coherent detection implies independence

* of phase, there will be no effects of carrier phase error. There is,

however, a possibility of increased probability of error due to frequen-

cy instability of the received signal. An expression for probability of

* symbol error, conditioned on a fixed normalize, frequency error Xf has

been derived by Chadwick (1969) for non-coherent detection of H1 orthog-

onal signals:

11 .. . . _" ro., , ,' r ", i f . ' - -, "', . ' . . . . .
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SLP - y [I - exp(Z ±) Mexp {..j [y2 + 2 E (inir A Z]

x tE) 12 ( inir) dy (2.80)

The difficulty of evaluating the expression (2.80) places

some limitations on the practicality of its use. In addition, the

expression assumes an optimum filter, perfect timing, rectangular pulses,

and a knowledge of the distribution of the frequency error. More prac-

tically, a major effect of anticipated frequency error on the design of

the non-coherent receiver is that optimum filters are not necessarily

desirable even if they were physically realizable.

It is evident that to quantify the effect of frequency error on

average bit error rate requires assumptions that are not totally prac-

tical. A qualitative discussion of this effect will be given in Chap-

ter 3.

An expression for the effects of symbol synchronization error

has also been derived by Chadwick and Springett (1970). The probability

of symbol error conditioned on a fixed normalized timing error At for

non-coherent detection of X orthogonal signals is:

10 ; 1- y 1- 1 2

x y exp_- 2 (1-
2 IN/2 10

X (- Xt) dy (2.81)

*In this and several other equations to follow the symbol x is

meant to indicate multiplication of additional terms in the integrand.

I-.-'• ". .f : q : * :,, T T- 4 " •,',"
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where Q[sB] is Markum's Q-function which is defined for a normalized

Rician distribution in a manner similar to the complimentary error func-

tion for a Gaussian distribution (Bennett and Davey, 1965).

Q(C2() fy exp ) ay) dy (2.82)

As was the case for frequency error, the expression (2.81) also

assumes an optimum filter and rectangular pulses. A simpler expression

similar to that derived for coherent detection in the presence of baud

timing error can be obtained under these assumptions by examining the

envelope of the output of the matched filter with a sine wave plus a

zero mean, white Gaussian noise input. The fact that the noise has zero

mean will assure us that the expected value of the envelope will'be the

same as that for a sine wave input only as was shown in Fig. 2.7. A

mathematical proof of this statement is quite difficult, however experi-

mental verification is readily available from most discussions of matched

filters [see Gregg (1977) for example].

It can be shown (Whalen, 1971) that near time T the envelope

is approximately a linear function of time. The effect of a timing

error is then to produce the same modifying factor in the expression

for bit error probability as was determined in the coherent detection

case. The probability of bit error for non-coherent detection of OOK

conditioned on symbol synchronization error is given by:

PV ~exp -E N+ X k) I -x /_ L (2.83)b! M 4 kN0 0

, ~L M1 a,..- I ._ -" . . X7.., -. '
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and for binary FSK is:

1 ,E 1rIE~/ .
Pb n - exp N)+ exp [ -(1-4- (2.84)

Although these are more simple expressions and give us better insight

into the physical situation, the same assumptions that other aspects are

optimum have been made. It will be illustrated in Chapter 3 that the

simplified expressions, which are thought to be original here, produce

results that are comparable to Chadwick's.

M-ary Systems

The probability of bit error in a system transmitting an orthog-

onal set of :1 signals is a function of the scheme used to encode the

information into the symbol set. The amoutt of information in bits is

given by

n - log,, M (2.85)

An upper bound for the probability of symbol error in a coherent detec-

tion system is given by (Wozencraft and Jacobs, 1965):

P5s() £ (M-l) erfc _)M Zl 2 (2.86)

An almost identical expression has been formed (Lindsey, 1965)

' for an upper bound on the probability of symbol error in a non-coherent

detection system:

P(M) 1exp 2,N M > 2 (2.87)

The effects of jitter on M-ary systems are simple extensions of

those found for coherent and non-coherent detection of FSK as given in
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the previous sections. However, in the M-ary case the probability that

a given symbol will be followed by a like symbol is 1/M (given that all

symbols are equally likely). Therefore, the probability of symbol error

conditioned on symbol timing error T is for coherent detection:

P (MW (UI eric -E2l + (M-1)2 erfc F(s\)l/2 -1 jjI)
-i M N 0) + M 0Tg

(2.88)

and for non-coherent detection:

-Es  -;Es)[ 1\
P. (M) exp + exp

Sr 2% ( ) k T/2.89)

Baseband Systems

Baseband signaling is the process of transmitting information

over a frequency band from zero up the maximum of the information band-

width without (or prior to) the modulation of a higher frequency carrier.

Baseband modulation for digital comunications is thus the converting of

digital information into pulse waveshapes.

Transmission of information at baseband is most often restricted

to very short distances where noise is not a factor. However, in some

cases (such as the Bell System T-1 Carrier) baseband is used for direct

transmission over repeatered cable systems. Although external channel

noise (impulse noise) rather than internal receiver noise is generally

the limiting factor for probability of error in cable systems, the

ordering of digital modulation systems by relative performance in the

$1J
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presence of Gaussian noise will also be a valid ordering for impulse

noise performance (Lucky, Salz, and Weldon, 1968).

In other instances, where a baseband signal is used to key

(modulate) a carrier prior to transmission, detection at the receiver is

sometimes accomplished at baseband after removal of the carrier (for

example, the VICOM Tl-4000/FRC-162 system described in Chapter 4.

Gaussian noise and other internal receiver anomalies then have signifi-

cant effects on the baseband detection.

This study will be limited to some representative examples of

pulse code modulation (PM) baseband systems (as differentiated from

pulse amplitude, pulse position, or pulse duration modulation) where

binary information is conveyed by the presence or absence of a single

wave form (pulse) or two wave forms representing a zero and a one. It

will not be practical to consider all possible PCII systems, but those

that will be discussed are representative and the expressions derived

can readily be extended to other less typical systems. For a fairly

complete listing of PCM baseband systems see Deffeback and Frost (1971).

Before discussing specific modulation schemes, the theoretical

performance of two distinct methods of detection will be examined.

These results will then be applied directly to several of the more com-

mon PCM signaling formats: no-return-to-zero (:MZ), return-to-zero (RZ),

bi-polar, and conditioned di-phase. Special consideration will be given

to three-level partial response signalling and to minimum shift keying,

a form of continuous phase frequency shift keying.

-I
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Methods of Detection

Consider first the problem of detecting two equally probable

signal waveforms sl(t) and s0 (t) which may occur over a duration of T

seconds in the presence of additive white Gaussian noise with two-sided

spectral density N /2. Again it can be shown (Whalen, 1971) that the0

optimum detector is the correlation receiver as was illustrated in

Fig. 2.1. Recall that the probability of bit error for such a detector

was found to be:

P erfc[/E) (l-P)]1/ 2  (2.90)

where
T

E f tsj(t) + s2(t)1dt
0

T

S= . s 0 (t) sl(t)dt (2.91)

0

This expression can then be used for determining the probability of bit

error for optimum detection of the different PCM waveforms.

The optimal detection scheme described above would provide a

satisfactory basis for comparison of the performance of most PCM systems I
and to determine the effects of symbol synchronization error. However,

since in fact it is seldom used for baseband systems, it will be bene-

ficial to examine the theoretical probability of error for more common

detection methods. In general the receiver will interpret the received

signal as being either sl(t) or s0 (t) by means of a simple binary

decision threshold. This process normally takes one of two forms.
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The first is through the use of "slicers" as shown in Fig. 2.9.

The slicing can be accomplished simply by turning a device on or off

based upon whether the amplitude of the received signal is above or

below a given threshold. The output of the slicer is generally retimed

either by a separate clock signal or from timing recovered from the

received signal.

The second method is to sample the received waveform near the

center of each pulse interval as determined by a local timing source,

again either by a separate clock signal or recovered timing. The

sampled value is then compared to the preset threshold. Multiple

sampling techniques are sometimes used but their analysis would serve

no purpose here. In either method (assuming for the moment perfect

timing) the probability of error will depend upon the amplitude of the

noise at the moment sampled. (The slicer outputs are essentially sampled

when retimed.) To illustrate how the probability of error can be cal-

culated, assume the signals are equally probable rectangular pulses with

amplitudes sl(t) - -s0 (t) - A during the entire symbol interval. (Note:

this formlat will soon be termed polar NRZ-level.) The received signal

is given by:

r(t) - sl(t) + n(t) (2.92)

and the probability of error will be:

PD P {n(TTo A + -Al} 1 (2.93)b 2 0

*1

"
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I ' 'cW 'Td~

TIMJ! ,n T

Fig. 2.9. Slicer Detection.

where T is the moment of sampling. Since the noise is assumed to be

white Gaussian, this value can be obtained by calculating the area of

either of the symmetrical error regions as illustrated in Fig. 2.10

where G is the amplitude of the sample.

P(G3 0a) P0G131)

-A 0 A

$1 Fig. 2.10. Conditional Probability Density Functions

of G, and Error Regions.

t.
' " " T I"
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i, " . "," "..Jk, -- - . . .. .. .. -' - . . .'" -
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This is:

-f (y + A)2 ] dy (2.94)
Pb 42 -i a2a2

0

Recalling the definition of the complimentary error function:

erfc(x) e z 2 / 2 dz (2.95)

x

the probability of bit error is:

P erfc (A) (2.96)Pba

For this single sample case it is evident that the error probability is

independent of the symbol interval (still assuming perfect timing). So

that this expression can be compared with the correlation receiver it

is convenient to consider equal symbol intervals for each case. The

average energy per symbol is then proportional to A2 and the probability

of error for sampling detection can be written in terms of signal-to-

noise ratio as:

Pb = erfc (.E)i/2 (2.97)

This derivation and Eq. (2.90) can now be used to determine

directly the theoretical error probabilities for the various PCM sig-

nals described in the next several sections.

No-return-to-zero (NRZ) Systems

NRZ is the simplest POI format and the most commonly used inter-

nally within digital communications equipment. It is often used for

communications between collocated items of equipment, but because of its

I7
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power spectrum it is seldom used for transmission over any appreciable

distance. [For a concise description of the spectral characteristics

of baseband systems see Deffeback and Frost (1971).] NMZ signals, as

will be seen, enjoy the greatest immunity to noise of any baseband sig-

nals.

The various NRZ signals are shown in Fig. 2.11. The basic NRZ

scheme, whereby a binary one is represented by one amplitude level over

the entire symbol period and a zero by another amplitude level, has

been given the designation NRZ-level or NRZ-L. When binary zero is

represented by a zero signal level as in Fig. 2.11(a) the scheme is

termed unipolar NRZ. When equal but opposite polarity signals are used

as in Fig. 2.11(b) it is called polar NRZ.

For coherent correlation detection as defined by Eq. (2.90) it

is readily seen that for unipolar NRZ-L, p-0, whereas for polar NRZ-L

p - -1. The probabilities of error, therefore, become for unipolar

NRZ-L:

P erfc (El/2  (2.98)

and for polar NRZ-L:

P oerf c . (2.99)

Note that in both cases E is the average energy per bit. If the con-

straint placed upon the systems is that they have the same peak signal

power, then the polar performance will be 6 db better than the unipolar.

Again these differences will become more evident after the discussion

and comparisons of the characteristic BER curves in Chapter 3.

w.rz -. .--
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For the slicer or sampling method of detection it can be seen

from Eq. (2.97) which was derived for a polar NRZ-L signal that this

method of detection suffers a 3 db loss from the correlation receiver.

The relative performance between the polar and unipolar NRZ-L remains

the same, however. For unipolar the detection threshold will be A/2

and the probability of error is readily seen to be:

p f Lexp [ _Y2 ] dy
b f/2= 2a2

A/2

Aerfc -2t Ta(2.100)

and since in this case the average energy per bit is proportional to

A2/2 this becomes in terms of signal-to-noise ratio

P b = erNc (2.101)

Again, if the constraint is that the systems have the same peak signal

power, the difference in performance levels between the polar and uni-

polar NRZ-L will be 6 db.

In both NRMZ-mark (MRZ-M) and NR-space (NRZ-S) [Fig. 2.11(c)

and 2.11(d)] the information is encoded in terms of the signal transi-

tions. This is in fact differential encoding of the binary information

as was discussed previously for differential phase shift keying (DPSK).

As was the case with DPSK the function describing probability of error

will depend upon whether the detection is coherent or differentially

accomplished. For the case of the correlation receiver and coherent

"---
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detection of differentially encoded unipolar signals, the probability

of error is the probability that one of two successive symbols is de-

coded correctly while the other is decoded incorrectly or:

Pb= 2 erfc (No) 1 - erfc T)]. (2.102)

For differential decoding (using the correlation receiver) the deriva-

tion of the expression for error probability will be similar to that

for DPSK with the results:

P (2.103)

b 2 e-2N,

For the slicer or sampling receiver it is difficult to envision

a differential decoding procedure. However, for a differentially en-

coded signal where each bit is detected by sampling and then decoded,

the probability of error would be similar to Eq. (2.102):

F 2 rfc E \1/21 - rfc E 1/21(.14

where E is again the average energy per bit.

Return-to-zero (RZ) Systems

RZ signalling also includes both a unipolar and a polar format

as shown in Fig. 2.12 (bipolar signals are considered in the next sec-

tion). The unipolar format has essentially no advantages over NRZ-L

and is seldom used. The primary advantage of the polar RZ format is

that it has a fairly large power spectral component at the bit rate

which permits easier clock recovery for bit synchronization than do the



62

(a) UNIPOLAR R 2

o0,c

-Jt
Ii

(b) POARR

Fig 2.2. Rtr-ozr I)Sgas

j4 ij



63

NZ siFgnals which have nulls in the power spectral density at integral

multiples f the bit rate (Deffeback and Frost, 1971).

For the correlation receiver it can readily be seen that the

expressions for bit error probability for RZ signals have exactly the

same form as for NRZ for both unipolar and polar formats. For unipolar

RZ: 1/2
P erfc (io) (2.105)

and for polar RZ:

Pb = erfc 2E ) /
2  (2.106)

However, it must be noted that if the maximum signal levels are con-

strained to be the same, the average energy per bit for RZ is half that

of the NRZ signal and will, therefore, suffer a 3 db loss of performance

in both the unipolar and polar formats. Now a word of caution. This

line of reasoning is logical and correct, but it can result in some

very misleading conclusions. The basic assumption has been made that

the integration occurs over the complete symbol interval (0,T). In the

case of the RZ format this assumption does not result in optimum detec-

tion and would lead to the conclusion, as will be seen, that sampling

detection is in some cases superior to the correlation receiver. This

is not so, and the reason is apparent if the integration is assumed to

be only over that portion of the interval where a non-zero signal can

occur. Then the RZ signals are equivalent to the NRZ but with timing

spaces between pulses. The importance of this caution becomes more

evident when examining sampling detection.
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The expression for probability of error for sampling detection

of RZ signals are again identical to those for the NRZ cases. For

unipolar RZ:

P erfc (t_) (2.107)

and for polar RZ:

Pb = erfc(A) . (2.108)

The problem arises in relating these formulae to signal-to-noise ratio.
A2T

For example in the polar RZ, the average energy per bit is ALT . If,

as before, this is related to the correlation detection by assuming the

symbol periods to be the same, the probability of error becomes:

P. erfc (2.109)

which is equivalent to the correlation receiver. Again, to maintain

the proper perspective, the expressions for probability of error should

be left in the form of Eq. (2.107) or (2.108), or else the conversion

to the energy ratio form for purposes of comparison should consider

only the portion of the symbol interval where energy is possible.

Bipolar Systems

Bipolar systems also take both RZ and NRZ formats; however,

they have distinct characteristics that tend to place them in a special

J category. Bipolar waveforms are three-level signaling methods, whereby

a binary zero is represented by a zero signal level and successive ones

are represented by equal-magnitude opposite-polarity pulses that are

74m1
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either one-half bit period wide for RZ or a full bit period wide for

NRZ as illustrated in Fig. 2.13.

The primary advantages of bipolar signals are, first that there

is no DC component in the power spectrum which permits transmission over

repeatered cable systems, and second that there is a built-in error de-

tecting capability which is implemented by detecting violations of the

alternating property of the pulses. The bipolar RZ signal is used by

the Bell System in the T-1 carrier. This type of signal is also often

referred to as AMI, standing for alternate mark inversion.

Correlation detection of bipolar signals could be implemented

through the use of two correlators to detect the presence of either the

positive or negative signals, or more likely by the use of a full wave

rectifier and a single correlator. In either case it is readily seen

that the error probabilities will be identical to the results obtained

for unipolar RZ and NRZ, respectively. For both bipolar RZ and bipolar

NRZ:

P eb erfc / (2.110)

The same discussion concerning the average energy per bit and the word

of caution mentioned previously are applicable here particularly in the

case of the bipolar RZ format.

Sampling detection also produces results that are identical to

the unipolar RZ and NRZ. Again the expression is:

= arf4c (A) (2.111)

and caution is required to relate this to signal-to-noise ratio.

ij
wJ
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Conditioned Diphase

Although not commonly found in textbooks or other references on

baseband signaling, this mode is singled out because of its predominant

usage in the new military tactical communications system. Conditioned

diphase is a two-level baseband system that has excellent spectral char-

acteristics for long distance transmission over repeatered cable systems.

Conditioned diphase waveforms are obtained by first converting

the binary information in an NRZ-L signal into the signal transitions,

i.e., each binary one causes a change of state, whereas the state does

not change for a zero. This "conditioned" signal is then modulated by

adding a square wave (modulo two) at the timing pulse rate. This pro-

cess isillustrated in Fig. 2.14. Detection is accomplished by delay-

ing the incoming signal by one baud and modulo t:o adding this to the

undelayed signal. The conditioned diphase waveform will be seen later

to be very similar to MSK.

Note that the conditioned diphase signal may be either in polar

or unipoiar format. In either case it is essentially a differentially

encoded signal. The detection, whether it occurs before or after the

differential decoding, is not differential. Therefore, the expressions

for probability of error will be similar to those obtained for coherent

detection of a differentially encoded signal as was previously dis-

3cussed. That is, an error occurs only if one or the other of two suc-

cessive bits are erroneous, not if both are incorrect. Since the wave

shape is the same as an NRZ-L signal, the probability of error for cor-

relation detection of polar conditioned diphase is:

|
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Pb = 2 erfc /-Eo - erfc (2.112)

and if the signals are unipolar:

2 erfc o [ - erfc () ] (2.113)

The results for sampling detection are extended in a similar

fashion. For the polar case:

P b 2e (E\ 1  E (2.114)
b 2efc 1)1 LI - erfc (2. 114)

and for sampling detection of unipolar conditioned diphase

= 2erc E~)/ [E-ef (2.115)

Effects of Symbol Synchronization Error on PFf Signals

As has been done previously, the approach will be to evaluate

the error probability for the various baseband systems conditioned upon

a constant error in the symbol synchronization (baud timing). The

average probability of error can then be obtained by integrating this

conditional probability over the probability density function of the

* baud timing jitter. The general result will be given by:

b b p(t)dT (2.116)

This integral will be evaluated for typical cases in Chapter 3.

Al It will be convenient at this point to separate the discussion

of the effects of symbol synchronization error on the correlation

W"-
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receiver from the effects on sampling detection. As will be seen the

effects are quite similar, but the derivations require different rea-

soning. Expressions will first be derived for probability of error

for each of the baseband systems described in the preceding paragraphs

conditioned on a constant symbol synchronization error T in a correla-

tion receiver. Although very few of these expressions can be found in

the literature, they are for the most part relatively simple extensions

of previous work.

Beginning with the polar NRZ waveform, it is evident that baud

timing error will have no effect if successive symbols are the same.

However, if transitions occur at every symbol, the integration period

will be effectively reduced by 2T. The output of the correlator over

the period (T, T + T) will be

A2(T-IT,) - A2 'r< = A-Tl - ) (2.117)

The absolute value sign arises since the effect is the same for both

positive and negative r. Since for polar NRZ the average signal

energy per bit E = A2T, the conditional probability of error becomes,

assuming equally probable ones and zeros:

Ib = r 2E) J/2) 1, o E/2 T

2 erfc + - erfc[y ) - <

(2.1)

For unipolar NRZ it is still true that baud timing error will

have effect only when symbol transitions occur. In this case the output

of the correlator over the period (7, T + 7) will be simply A2(T-T).

4
1%
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A2T
However, the average energy per bit is now E so the expression

for conditional probability of error for unipolar IRZ is also:

2~ ~ [E\1 2  EI
- erfc +T fL(E) - (2.119)

The effect of baud timing error on RZ signals will be dependent

upon whether the integration is assumed to take place over the entire

symbol period or just that portion during which a signal level other

than zero may occur. First, assume the integration is over the entire

symbol period (r, T + T) with fixed timing error T. Then, for polar RZ

the correlator output with alternating symbols will be

A- - ) - A2 t! = - (2.120)

A2T
and since the average energy per bit is 2 , the conditional error

probability is:

b 1 erfc + erfc l /2o ( - 4W) , -I x

(2.121)

For unipolar RZ the correlator output will be:

A 22T

However, in this case the average energy per bit is A and the condi-

tional probability of error is:

I~ rE 4
erP = e + erfc T ti7

(2.122)

b,,,, i, .
-~ '~.*-- -'~ TT' ~Z5/
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Although this is probably not a typical case, it should be

instructive to examine the results if the period of integration is
T

assumed to be (r, + T). In both the polar and unipolar RZ instances

the correlator output will now be affected the same whether or not a

transition occurs and will be the same for both polar and unipolar.

However, when the effect is reflected on the average energy per bit the

results become, for polar RZ

rfE i/ E 2T)1 S T (2.123)

and for unipolar RZ:

Pb =  erfc T 1 - I T z (2.124)

Symbol synchronization error will have a different effect on

bipolar waveforms depending upon whether two correlators are used or if

the input waveform is full wave rectified prior to detection. If a

full wave rectifier is used, and this is certainly the most likely case,

the results will be identical to the unipolar NRZ and RZ, respectively.

That is, for bipolar NRZ:

E.\l1/2 1E /
= - erfc-N + erfc(1 I

(2.125)

and for bipolar RZ:

1 E N1/2 I - E 1/2 4 T
2 bN 0  iL\ < --

(2.126)

I1
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Although the use of two correlators for detection of bipolar

signals is very unlikely, it will be instructive to examine the results

which might be usefully extended to some other baseband formats. Now

the effects on the correlator outputs will be different depending upon

whether successive symbols are alternate ones and zeros, two zeros, or

two ones. Obviously baud timing error has no effect if successive sym-

bols are both zeros. However, the effect on successive ones is twice

that upon alternating ones and zeros. Again, assuming equally probable

and independent ones and zeros for each symbol, the conditional error

probability for bipolar NRZ becomes:

1 / _ E -/ 2  [( E) 1/'erfc (El 2 + L erf ctl2 T 1-

+ - erf( ) (l - !I T (2.127)

For bipolar RZ assuming the integration takes place over the entire

symbol period the result is:

P b erfc + efc[(-)2(-N__

+L erfc , 8 i (2.128)

For conditioned diphase signals, the effect of symbol synchro-

nization error will be the same as for NRZ signals depending upon

whether the waveforms are polar or unipolar. The results may be readily

seen to be, for polar conditioned diphase:
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erc 1~)/2 [1-ef 2~/2] /2r{Q) ( -2
Pb erfck°/ I- erfc ( o 1 + erfc -o

bT

j1 - erfc ( - (2.129)

and for unipolar conditioned diphase:

-erfc )l erfc ( l + erf

ji -erfcj, ~ (II 2i..]} i (2.130)

In summary, then, we have shown that, for correlation detection

of typical PCM baseband signaling, the theoretical effects of symbol

synchronization error on the probability of bit error result in the

same types of expressions that were derived for coherent PSK and FSK

systems. The fact that these expressions result in lateral shifts of

the curves of BER versus signal-to-noise ratio for small values of jit-

ter variance will be demonstrated later in Chapter 3.

In all the previous discussions it has been assumed that the

waveshapes are rectangular. Obviously if this is so, symbol synchroni-

zation error will have no effect upon sampling detection unless it is

so severe as to cause bit slippage. Such tolerance to baud timing

errors is, of course, one reason that sampling detection is commonly

used where the baseband communications are between collocated or close

proximity devices.

When baseband transmission is over considerable distances,

received waveforms are no longer rectangular. Indeed, the pulses are

~~i
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most often purposely shaped prior to transmission to obtain desirable

spectral characteristics and to reduce intersymbol interference. There

is considerable information in the literature on the optimization of

filters for pulse shaping at the transmitter and the receiver prior to

detection [see Lucky, Salz, and Weldon (1968), for example]. This will

be discussed further in the section that follows on partial response

and in Chapter 3. At the present it will suffice to use as an example

pulses with a raised cosine shape as shown in Fig. 2.15.

00 1

Z~ 0

Fig. 2.15. Raised Cosine Pulse.

Here it is readily seen that the sample timing will have a

definite effect on the error probability. A first approximation to the

effect on the amplitude of the-sample with a fixed timing error T would

be proportional to cos . Using this approximation, the expression

for conditional probability of error for a polar NRZ system, for

example, would be

P erfc L cos ( )] (2.131)

b [ TA-.
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Too many assumptions are required to attempt to define precise

expressions in terms of signal-to-noise ratio and their usefulness would

be doubtful. Equation (2.131) does, however, serve the purpose of illus-

trating that the effects of symbol synchronization errors do result in

a familiar type of expression.

Quantitative effects of this type will become more evident in

the detailed discussion in Chapter 5 of the effects of baud timing jit-

ter on the detection of a specific three-level partial response system.

Partial Response Signaling

It can be shown (Bennett and Davey, 1965) that the theoretical

limit for the rate at which pulses can be transmitted without inter-

symbol interference is equal to twice the bandwidth of the transmission

media. This limit, known as the Nyquist rate, is not directly attain-

able since it requires perfect filtering. This will be discussed further

in the section on intersymbol interference in Chapter 3.

Partial response signaling, sometimes referred to as duobinary,

is a baseband transmission technique developed by Lender (1963) which

uses a controlled amount of intersymbol interference in order to achieve

data transmission at the Nyquist rate. A number of multilevel partial

response signaling techniques have been developed and are described by

Kretzmer (1966). The class I, three-level partial response system will

be described here.

The class I, three-level partial response waveform is obtained

by passing a polar NRZ signal through a cosine filter whose character-

istics are shown in Fig. 2.16. In practice half of the filtering is
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Fig. 2.16. Partial Response Filter Characteristics.

accomplished at the transmitter and half at the receiver. The transfer

function and impulse response of the composite filter are:

= T cos -2 TI :i (0 elsewhere) (2.132)

2 Cos ],t/
x(t)t/T.

= -L 4 t2/4ZJ

It can readily be seen that if the sampling time is at nT - T/2

rather than at nT, the response is the sum of equal values from adjacent

symbols, but that other symbols have zero effect.

In practice, to eliminate the possibility of error propagation,

the data is differentially encoded at the transmitter; that is, each

transmitted bit is the sum of the input plus (modulo 2) the previously

transmitted bit. The encoding, filtering, and detection schemes are

illustrated in Fig. 2.17. In the detection, if the received signal

level exceeds either the high or the low slicer threshholds in absolute

-L-
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magnitudes at the sample time, the bit is decoded as a zero. If not,

then the bit is decoded as a one. As can be seen, this decoding process

results in the original input data stream.

To determine the probability of error for sampling detection of

a three-level partial response signal it will be assumed as usual that

zeros and ones are equally probable in the input data stream. The noise

is assumed to be additive white Gaussian with zero mean and spectral

density N /2. In the absence of noise, the received signal at the0

sampling instant can then assume the three values +A, 0, and -A with

probabilities 1/4, 1/2, and 1/4, respectively. The probability of

detection error with the slicer threshholds at = A/2 is then:

3
P = p (N > A/2} (2.133)
b2

where N is the noise level at the sampling instant. If the noise vari-

ance is j4 this becomes:
N

P exp -- dx (2.134)b 2 2 N ' N
A/2

3 erfc ( A

It remains then to evaluate this expression in terms of the

energy per bit and the noise variance after the nominal filtering. The

average energy per bit of the polar NRZ signal is A2T. After filtering

this will be:

A, 
-r /T

E x '2 dw (2.135)
, s/
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which after substituting the expression (2.132) for XG~i) and evaluating

b e o e E - 2 A 2  
( 2 .1 3 6 )

Similarly evaluating the noise variance:

-. /T 2N
0J2 N l/ 2 2d 0 (2.137)N 20J

The probability of bit error in terms of signal-to-noise ratio is then

obtained as:

b 2-erfc 1/ (2.138)

This is approximately a loss of 2.1 db in noise performance

over the polar NRZ signal; however, it is a small sacrifice for doubling

the practically achievable data rate over the same bandwidth.

Detection of the three-level partial response waveform has been

shown to be relatively insensitive to the sample timing. However,

determining a closed analytical expression for the effect of symbol

synchronization error is not practicable. If the sample time is slight-

ly offset, the noiseless signal can then assume eight different levels,

instead of three, and interference occurs from symbols other than the

4. adjacent one.

The literature contains several variations of methods for cal-

culating the effect of baud timing jitter in the detection of partial

response systems. Since the results are more readily presented in terms

.4 of the effects on the characteristic curve of 3ER versus signal-to-noise

ratio, the discussion of the methods will be deferred to Chapter 3.

ACAL
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Iinimum Shift Keying (MSK)

Minimum shift keying is a data transmission technique which is

very difficult to define since it can be considered as variations of

several different modulation techniques and can be detected in a variety

of ways. As a baseband modulation system it normally will take the for-

mat shown in Fig. 2.18. In this case a data one is represented by a

half cycle sinewave of one-half the data rate frequency. A data zero

is represented by one full cycle sinewave at the data rate. The sig-

nals are constrained to be continuous in phase.

In general, MSK may be considered as a continuous phase fre-

quency shift (CPFSK) carrier modulation technique where the frequency

shift is exactly = /4 the bit rate with the requirement- that the mark

and space frequencies be exact, even multiples of the shift frequency.

Datran was one of the early users of this technique in a microwave sys-

tem described by Sullivan (1972). In that system, MISK modulation was

doI

Fig. 2.18. MISK Format.
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accomplished at the intermediate frequency of the transmitter. With a

bit rate of 21.504 Mbps the mark and space frequencies were 64.5 MHz

and 75.3 MHz, respectively.

MSK can also be viewed as a special case of offset keyed quat-

ernary phase shift keyed modulation (OK-QPSK)(Gronemeyer and McBride,

1976). This viewpoint is apparent if one considers the mark and space

frequencies as quadrature (orthogonal) carriers, each of which is phase

shifted 1800 depending upon the previous outputs. It is indeed from

this point of view that I-SK can be seen to provide an error rate per-

formance equivalent to coherent PSK.

The primary advantage of MSK is that, when coherently detected,

its performance in additive white Gaussian noise is equivalent to

CPSK, while it can be transmitted in 0.75 of the bandwidth (De Buda,

1972). That is, for coherent detection of MSK:

P erfc (o) . (2.139)

MSK can also be non-coherently detected by use of a discriminator

(Bennett and Salz, 1963) whereby its performance is equivalent to non-

coherent detection of FSK, i.e.,

r'4'

1b exp (2.140)

An interesting modification of MSK, which is described in some

detail in the experimental results, is used in the GTE Lenkurt 261A

data set. In this case the signal is duo-binary encoded prior to MSK

*1
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modulation. At the receiver the signal is passed through a discriminator

to produce a three-amplitude level signal, similar to a three-level

partial response waveform, which is then sample (slicer) detected. The

result of this detection process will be similar to that for partial

response where:

- erfc(t). (2.141)

The filter characteristics and effect of the discriminator would then

have to be taken into account to redefine this expression in terms of

signal-to-noise ratio.

For CPFSK in general, advantage can be taken of the memory

imposed upon the waveform by continuous phase transitions. By using

several symbols upon which to base detection decisions the performance

can be further improved. It has been shown (Schonhoff, 1976) for a

three bit observation period, the performance over CPSK is improved

approximately 1.1 db. Non-coherent detection of CPFSK using a five bit

observation time can also be made to outperform CPSK.

With normal coherent and noncoherent detection, it can be

, expected that the performance of MSK in the presence of carrier phase

and baud timing errors would be similar if not identical to those for

CPSK and noncoherent FSK. Although there appears to be no specific

references to this, it certainly would be expected that multiple obser-

vation detection would reduce susceptibility to both carrier phase and

baud timing jitter. Rhodes (1974) has shown in the case of OK-QPSK

that the susceptibility to carrier phase error is considerably less

than for CPSK.
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The overall conclusion that can be drawn from the above discus-

sion is that MK, when considered in all its forms and possible detec-

tion schemes, still results in common expressions f or probability of

error. Internal receiver anomalies will have the same type of effects,

although possibly of different order, as those previously discussed.

This chapter has shown the commonality of expressions for

probability of error for a wide variety of modulation techniques and

detection methods. Although it was not possible to consider every vari-

ation, a sufficiently broad base has been established so that the de-

sired conclusions may be reached, with a high degree of confidence.

The expressions that have been derived here will be examined

closely in Chapter 3 to determine the effects of the variations upon

the characteristic curves of BER versus signal-to-noise ratio. Chap-

ter 3 also contains discussions of the anomaly effects for which closed

analytical expressions could not be obtained.

Table 2.1 has been prepared to provide a ready reference to the

equations that have been derived for probability of error for each

?"4 modulation technique. A blank entry indicates that that particular

anomaly is not applicable.

a
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Table 2.1. Index of Equations.

Baud
Ideal Phase Jitter Timing Jitter

CPSK (binary) 2.19 2.33 - 2.35 2.38

(quadrature) 2.20 2.36 - 2.37 *

(N-phase) 2.23 * *

DPSK (coh det) 2.40 2.42 2.43

(diff det) 2.48 2.51

ASK (coh det) 2.54 2.62 2.65

(non-coh) 2.77 2.83

Binary FSK (coh det) 2.56 2.58 2.60

(non coh) 2.79 2.84

M-ary FSK (coh det) 2.86 * 2.88

(non-coh) 2.87 2.89

NMZ-L unipolar (coh) 2.98 2.119

(sample) 2.101 **

NRZ-L polar (coh) 2.99 2.118

(sample) 2.97 **

NRZ-M&L 2.104

RZ unipolar (coh) 2.105 2.122

(sample) 2.107 **

RZ polar (coh) 2.106 2.121

(sample) 2.108 **

Bipolar NRZ (coh) 2.110 2.125

(sample) 2.111 **

Bipolar RZ (coh) 2.110 2.126

(sample) 2.111 **

Conditioned Diphase

_ unipolar (coh) 2.113 2.130

unipolar (sample) 2.115 **

polar (coh) 2.112 2.129

polar (sample) 2.114 **

3 , .I I ' " ' " T . .=" • - ' " " ' ' ,' "
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Table 2.1. Index of Equations (Con't.)

Baud
Ideal Phase Jitter Timing Jitter

Partial Response 2.138 *

M.SK (coh det) 2.139 2.58 2.60

(non-coh) 2.140 2.84

(sample) 2.141 *

• no closed form expression available
**dependent upon wave shape

M:

A

r".



CHAPTER 3

CALCULATED RESULTS

In Chapter 2 it-was shown that there was a high degree of

commonality among the expressions derived for probability of error

for a wide variety of modulation techniques and detection methods.

In this chapter these expressions will be used to calculate and plot

curves of bit error rate versus signal-to-noise ratio. (From here

on these will be referred to simply as BER curves.) The purpose is

to show that not only do the equations for ideal detection of the

various modulation schemes result in similarly shaped BER curves, but

that the predicted effects of internal receiver anomalies are to shift

these curves laterally while the theoretical shape is essentially pre-

served.

The approach will be to first examine the effects of constant

factors and additive terms in the expressions for probability of error

* upon the BER curves. These will then be related to the specific modu-

lation techniques and detection methods described in Chapter 2.

Before proceeding to the effects of carrier phase reference

error and symbol synchronization error on the BER curves there is a

need to investigate briefly how the errors occur and to summarize their

behavior. Therefore a short discourse will be presented on the proba-

bility distribution of phase errors at the output of a typical second

order phase-locked-loop (PLL).

87
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The probability density function of the PLL phase error will

be used to evaluate the equations for conditional probability of error

with carrier phase and baud timingt jitter derived in Chapter 2 to

determine the effects upon the ER curves. This will be accomplished

for a number of different values of mean and variance. The calcula-

tions are essentially an extension of work done previously by Stiffler

(1964) and Lindsey (1972). However, as will be seen in Chapter 4, the

calculated curves published in these two widely quoted references do

not agree in one very important aspect with experimental results. A

simple but satisfying solution that resolves this disparity will be

presented in the comparison of calculated and experimental results in

Chapter 5.

The effects of jitter on non-coherent detection of ASK and FSK

and on three-level partial response systems are then examined. These

are discussed separately since in the one case the expressions for

probability of error are considerably different from the common format,

and in the other case no closed form expression could be obtained.

The chapter concludes with a discussion of intersymbol inter-

ference and non-linearities of frequency response in receivers. Again

these have been deferred since closed form expressions for probability

of error are not obtainable and these anomalies are more readily dis-

cussed in terms of their effects upon BER curves.
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Effects of Constant Factors

The expressions derived in Chapter 2 for probability of error

were in all cases either error functions or exponentials, depending

upon the method of detection. Error functions were obtained for coher-

ent and sampling detection and exponentials for non-coherent and dif-

ferential detection. In the discussions that follow calculation of

effects on BER curves will be illustrated for one or the other but

generally not both. That the effects on both are the same (or at

least very similar) is readily apparent from the fact that error func-

tion curves are asymptotically exponential. For values of x > 1 the

error function is very closely approximated by the expression:

erfc(x) 2 exp(-2x2) (3.1)
/7x

That the x in the denominator of the right hand function has very little

effect on the shape of the curve is proven in Haykin (1978), and is

illustrated by comparing the BER curves for coherent and non-coherent

detection of FSK. These are shown in Fig. 3.1. Note that, although

coherent detection is considerably more complex than non-coherent

detection, it only results in approximately one db improvement in per-

formance.

The most common variation in expressions for probability of

error is the appearance of a constant multiplier of the signal-to-noise

ratio. This is invariably a function of the modulation scheme. Take

for example the probability of error for a binary noncoherent FSK system:
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Detection of FSK and CPSK.
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P iexp( E (3.2)
b 2 N

For convenience let E/N - R. Now suppose some other system has a
0

probability of error:

Pb M ( ) (3.3)

The exercise is to show that this error curve will be shifted exactly

3 db from the first. This is demonstrated by determining the required

values of R for equal P b This means that for every Pb

2 exp (-RI) p (3.4)

or
RI  =RZ/2.

But since the BER curves are plotted versus R in db, this means:

10 log R, - 10 log R2 - 10 log 2 (3.5)

or in decibels

RI - R2 - 3 db

A little reflection shows that this is true whether the function is an

exponential or a complementary error function. Multiplying the signal-

to-noise ratio by a constant shifts the error curve by 10 times the log

of the constant in db. That is:

P erfc(a) (3.6)

I!

b N
0 - .~-*
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results in a curve that is 10 log K decibels to the left of the curve:

erfc E1/2(37

This is illustrated by comparing the curve for coherent detection of

PSK which is also shown in Fig. 3.1 with that for coherent detection

of FSK. The curves have exactly the same shape but are separated by

10 log 2 -3 db.

Another common variation is a constant multiplier in front of

the error expression, such as:

P erfc( 1/2 (3.8)

which occurs in the detection of a three-level partial response system.

The pre-multiplier 1/2 appears continually in expressions for the effect

of baud timing jitter. Since P b is plotted on a logarithmic scale,

these factors result in constant upward or downward shifts of the char-

acteristic curve. In the areas of normal interest, i.e., for the error

rates less than 10-4, these will be almost indistinguishable from lat-

eral shifts. This is illustrated in Fig. 3.2. Curves have been plotted

in this figure with multiplicative constants of 1/2, 1, 3/2, and 10.

* Note that even with the factor of 10, which is much more extreme than

normally encountered, the shape of the curve at low error rates is

altered very little.

Constant multipliers also occur in the expressions for upper

bounds on the probability of error in both coherent and noncoherent
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Fig. 3.2. Effects of Constant Multiplier on BER.
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detection of M-ary modulation schemes [Eqns. (2.91) and (2.92)]. Note

however, that these expressions are for symbol error in terms of symbol

energy-to-noise ratio. A probably more meaningful illustration of the

performance of M-ary systems is given in Fig. 3.3 taken from Viterbi

(1961) which shows bit error rate as a function of bit signal energy-

to-noise ratio for a number of values of n - log 2 M. Similar results

can be shown for non-coherent detection (Lindsey, 1965).

Another variation that occurs is the summing of two error func-

tions such as is found from the effects of baud timing jitter.

1 erf c IE-LI 1. erfc r/ E\ 1  _ 21T I N (3.9)

To determine the effects on the curve shape, it will be instructive to

graphically examine an extreme case, for example let 1 - I
T V_2

The curves to be summed are shown graphically in Fig. 3.4. Note that

in this case the first term in the sum can be completely neglected and

becomes less significant with increasting IjT. On the other hand, if

I r becomes smaller, the pair of curves on the right would shift to the

left while maintaining their relative spacing. The summation would

always lie between these two right most curves reaching the limiting

case of Pb - erfc for T = 0. This demonstrates that for con-

stant values of T the curves shift but essentially retain their shape.

The final variation of the common expressions for probability

of error is for coherent detection of a differentially encoded PSK sig-

nal as given by Eq. (2.40). This involves the difference of an error!"
_| i
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Fig. 3.4. Effects of Constant Symbol Synchronization
Error.
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function and an error function squared. The BER curve for this expres-

sion is shown in Fig. 3.5 as compared to CPSK and DPSK (differential

detection). Note that the curve for coherent detection of a differen-

tially encoded signal falls directly between those for CPSK and DPSK,

and recall that it serves as a lower bound for any differential detec-

tion scheme as shown by Eq. (2.49).

The variations of the functions for probability of error de-

scribed above completely encompass those normally found for different

modulation schemes and ideal detection methods. As mentioned previous-

ly, the examples cited for error function curves are equally applicable

for exponential functions. In all cases the variations by constant

factors and by sunzmnaion cause shifts in the curves but alter the shape

a negligible amount for low error rates.

Phase Error from Phase Locked Loops (PLL)

In later paragraphs the effects of carrier phase error and baud

timing error on the performance of different systems will be considered.

Before doing so, however, there is a need to investigate briefly how the

errors occur and to sunmmarize the characteristics of them.

The use of PLL's for obtaining coherent references for both

phase detection and baud timing is almost universal. PLL's in general

are non-linear devices and their analysis is highly complex. The ini-

tial work in obtaining a probability density function for the phase

error of a PLL was accomplished by Tikhonov (1959) and Viterbi (1963).

'K
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Fig. 3.5. Comparison of CPSK and DPSK.
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Excellent textbooks for detailed analysis of PLL's are Viterbi (1966).

Stiffler (1971), and Lindsey (1972).

The Tikhonov distribution is widely accepted as the most precise

characterization of the phase error of second-order PLLs which are in

general use. When the quiescent frequency (no control signal) of the

voltage controlled oscillator (VCO) of the PLL is tuned to be equal to

the frequency of the received signal, the probability density function

of the phase error 0 is given by:

p(e) - exp(M cos e - 8 o (3.10)
2w t0 (a)

where m is the band limited signal-to-noise ratio at the input to the

loop and 10 is the modified zeroth order Bessel function.

Figure 3.6, taken from Viterbi (1963), shows this expression

plotted for several values of 2. For large values of signal-to-noise

ratio and small error, the distribution closely resembles the Gaussian.

That a Gaussian density is a very close approximation can be seen from

Eq. (3.10) by using the asymptotic expression for the zeroth order modi-

fied Bessel function:

i0(=) U ex, (3.11)
0 () -(2 w a)1/2

Then expanding cos 9 in a Taylor series the function becomes:

p() expL(- Ce2/2)(l - 202 /4! + 2e4I6t - )/6 (3.12)
~(2W l )1/2 "

Ma3r
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For large values of a where 8 is small, the higher orders of the Taylor

series can be neglected and the density is Gaussian, with mean zero and

variance 1/a. The approximation is valid so long as the phase error

variance is sufficiently small [less than about 1/4 rad2 for sinusoidal

signals (Stiffler, 1971)]. In most cases of interest, the phase error

variance will be small enough to justify this assumption; if it were

not, the loss-of-lock probability would be unacceptably large.

Further justification for the assumption of a Gaussian phase

error is needed when the tracking loop involves, or is preceded by,

non-linear elements. Because of the non-linearities the noise would

then be no longer Gaussian. Nevertheless, if the loop bandwidth is

narrow relative to the bandwidth of the filters preceding the non-

linear devices, which is generally true, the phase error at any instant

is due to the weighted average of a large number of effectively inde-

pendent noise contributions. The central limit theorem can then be

used to argue that the phase error is approximately Gaussian even in

*this case (Stiffler, 1971).

We have seen that the approximation of Eq. (3.12) and the

r4, accepted linear model of a first order PLL result in the variance of

the phase error a2 being related to the signal-to-noise ratio by:

1 (3.13)

It can also be shown that the variance of the phase error changes very

little if the quiescent frequency of the VCO is off-tuned from the

received frequency. The mean value, however, is shifted from zero as

1|
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an almost linear function of the amount of frequency offset (Lindsey

and Simon, 1973), and is almost independent of signal-to-noise ratio

over the interval of significance to the BER curves. This is illus-

trated in Fig. 3.7, which was abstracted from Viterbi (1963).

The density function of the phase error can then be related

directly to jitter measurements if the rms and the average values can

be determined. If it can be assumed that the phase error is ergodic

(this should not create significant problems if the phase error is

small enough to insure that bit slippage does not occur), then the

variance will be equal to the square of the rms j itter value minus the

square of the average. There is always a finite probability of bit slip-

page, but detection of this phenomenon can be incorporated into jitter

meter design.

Calculated Effects of Jitter

In the previous paragraphs the effects of constant multipliers

on the derived expressions for probability of error were examined. It

was seen that for the most part the results shifted the BER curves but

had very little effect on their shape. However, the modifying factors

*"4 that result from carrier phase reference error and symbol synchronize-

tion error, in general, involve random variables. It was found that

these errors were normally due to the jitter in the output of a phase-

locked loop (PLL) whose probability density function is Tikhonov, but

which, in general, can be closely approximated by a Gaussian distribu-

t ion.
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To determine the average probability of bit error, the condi-

tional expressions derived for constant timing errors must be integrated

over the probability density functions of these errors. For purposes

of illustration the expressions derived for CPSK will be used. For

the probability of error conditioned on carrier phase jitter the expres-

sion is:

Pble -erfc [(2 cos a] (3.14)

and for symbol synchronization error:

P1 erfc 1/2 + I erfc[(j) 1/2 ( 2111)] . (3.15)

Numerical evaluation of these expressions integrated over the

Tikhonov distribution has been accomplished by Lindsey (1972) and over

the Gaussian distribution by Stiffler (1964) with similar results.

Graphical representations of Stiffler's results are shown in Figs. 3.8

and 3.9.

In order to have complete information upon which to base conclu-

sions about the effects of carrier phase and baud timing jitter it was

necessary to extend the results of Stiffler and Lindsey in four areas.

First, these curves are plotted only to a BER of 10- 5, whereas results

to l0- 7 or 10- 8 are of interest to this study and to many practical

applications.

Second, Stiffler's and Lindsey's results are similar, but not

sufficiently alike to judge absolutely the extent of the validity of

IV
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the Gaussian approximation. A suitable basis for comparison was estab-

lished by the use of the same parameters for both distributions and of

course by using the same program for numerical integration.

The third extension was to obtain curves for the effects of

jitter with non-zero mean. Although it is very easy to misconceive the

term jitter as referring to a purely oscillatory phenomenon, it is a

random variable having both a mean and a variance. Indeed, as will be

seen in Chapter 4, in most of the experiments it was possible to adjust

the mean value of the jitter by phase offset, but little could be done

to change the variance.

The last extension involved the extreme tails of the phase

error density functions. Both the Tikhonov distribution and the Gaus-

sian approximation are valid only on the interval (-ir/2, ir/2) which

assumes no bit slippage. The question to be answered was: how signi-

ficant are the so-called irreducible bit errors? These are the errors

that result from the probability that the jitter exceeds r/2 in mag-

nitude.

In order to answer these questions a computer program for the

CDC Cyber 175 was written to evaluate error probabilities for a wide

range of parameters. The first step was to attempt to duplicate the

curves of Lindsey and Stiff ler to insure that a common basis was being

-sed and to establish the validity of the program.



I

108

Carrier Phase Jitter

Figures 3.10 and 3.11 are the results obtained by integrating

Eq. (3.14) for carrier phase reference error over the Tikhonov and

Gaussian probability density functions respectively with zero mean

and constant standard deviation as indicated. The results agree close-

ly with those of Lindsey and Stiffler and have been extended to lower

bit error rates where applicable. The differences between the Tikhonov

and Gaussian curves are only very slight at the extreme tails. For

most purposes these differences would be completely insignificant. It

should be noted here that, as expected, for small values of Jitter vari-

ance the curves are shifted laterally while essentially retaining the

characteristic error function shape. However, for the large values of

standard deviation in excess of 0.2, the shifts become more pronounced

and the tails of the curves tend to flare outward. This phenomenon

will be discussed in detail in Chapter 5 in comparison with the experi-

mental results.

Figures 3.12 and 3.13 are the results of carrier phase jitter

calculations assuming constant variance and non-zero mean with the

Gaussian distribution. In Fig. 3.12 where the variance is small the

curves are very well behaved and maintain their theoretical shape

while shifting laterally with increased mean value. However with the

larger variance in Fig. 3.13 the curves again begin to flare outward

at the tails as the mean value is increased.

I'
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Baud Timing Jitter

Figures 3.14 and 3.15 are the results for symbol synchroniza-

tion error obtained by integrating Eq. (3.15) over the Tikhonov and

then Gaussian distributions with zero mean and constant variance.

These curves again show the results to be consistent with those of

both Lindsey and Stiffler and demonstrate that the Gaussian approxima-

tion is indeed valid. The differences between the Tikhonov and Gaus-

sian curves are very slight at the extreme tails and for most purposes

can be neglected. The curves shift as expected for increases in vari-

ance but again the tails flare out for the larger values.

The next two sets of curves, Figs. 3.16 and 3.17 have been

obtained for baud timing jitter with non-zero mean Gaussian distribu-

tions and with constant standard deviations of 0.03 and 0.05 respec-

tively. As can be seen, the non-zero mean acts similarly to a con-

stant multiplier of the argument and although the curves are shifted

considerably, there is only a slight tilting, in these cases, but no

flareout. Based on the previous results flareout would be expected

for a larger value of constant variance. This is discussed in Chapter

5 in comparison with experimental results.

Irreducible Errors

Table 3.1 lists the irreducible errors for a number of mean

values and standard deviations. These are the probabilities that the

magnitude of the phase error exceeds w/2 using the Gaussian distribu-

tion. The significance of the irreducible errors is a result of their

1-
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Table 3.1. Irreducible Errors.

0.01 0.2 0.3

0 < 10-50  < 10-50 1.6 X 10-7

5 < i0- s0  6.0 x 10- 14  4.3 X 10- 7

100 < 10- 50  1.4 x 10- 12 1.7 x 10-6

20 < i0- 10  5.0 x 10-10 2.3 x 10- 5

30 < i0- 50  8.2 x 10-8 2.4 x 10-4

being constant for given values of mean and variance of the jitter.

They are irreducible in that they are independent of signal-to-noise

ratio and the BER curves will flatten out and become asymptotic to

that error rate. Fortunately as seen from the table these probabili-

ties will be negligible except in the cases of large variance or large

phase offset. These conditions are not normally found in real systems

since small constant variance is a PLL design objective and phase off-

set can be eliminated to a great extent by proper alignment.

Other Effects of Jitter

It was found in Chapter 2 that the effects of jitter upon some

modulation schemes could not be expressed in closed form or the forms

were considerably different from those used in the calculations of the

previous section. These will be discussed here in terms of their

effects upon the BER curves.

J & 1
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Non-coherent Detection of ASIK and FSK

An expression for probability of symbol error conditioned on

a fixed normalized frequency error in the non-coherent detection of

M orthogonal signals was given in Eq. (2.80). This expression was

evaluated for several fixed values of frequency error by Chadwick

(1969). His results are shown in Fig. 3.18. Since the curves are

plotted only for relatively large symbol error rates the results are

not too conclusive. However, to the extent that is shown, the curves

shift but retain their characteristic shape for increases in frequency

error.

4. similar expression was given in Eq. (2.81) for the effect of

symbol synchronization error on non-coherent detection of It orthogonal

signals. This was also evaluated by Chadwick (1969) for several con-

stant values of normalized timing error with the results shown in Fig.

3.19. Again the results are not too conclusive, but illustrate that at

least for small values of timing error the curves essentially retain

their shape.

Simplified expressions for probability of bit error in non-

coherent detection of binary ASK and FSK similar to those for other

systems were derived and given in Eqns. (2.83) and (2.84) respectively.

To illustrate that the simplified expressions are comparable to Chad-

wick's, several points (indicated by x's in Fig. 3.19) have been cal-

culated using Eq. (2.84) with a normalized timing error of 0.1.
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Three-level Partial Response Systems

The literature contains several variations of methoils for cal-

culating the effects of baud timing jitter in the detection of partial

response systems. All of the methods observed resulted in a shift of

the theoretical BER curve as a function of timing offset without sub-

stantial variation in the shape of the curve; however, none considered

jitter as a random variable possessing both a mean and a variance.

Two of the results will be described.

Craig (1975) utilized equations describing the eye openings of

partial response systems to determine the effect of error in sample

time. He calculated the additional signal power necessary (assuming

constant noise) to maintain a given error rate for a given timing error.

The results illustrate the point that a given timing error causes a

lateral shift of the characteristic curve of BER versus signal-to-noise

ratio without alteration of the shape.

Smith (1973) proposed a performance monitoring scheme for a

class 1, three-level partial response system by monitoring pseudo-errors

generated by offsetting the sampling time. To prove the validity of the

performance monitoring scheme, he set out to show that the pseudo-errors

tracked the actual error rate. He calculated the resulting signal level

for given values of offset by simming the contributions of all inter-

fering signals. Curves illustrating the results of the calculations for

several values of timing offset A which are fractions of T/2 are shown

in Fig. 3.20. As can be seen, the curves are shifted but are essentially
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parallel at error rates less than 10-4. An interpolation of these curves

will be used in Chapter 5 in a comparison with experimental results.

Intersymbol Interference

In any real channel transmitting digital data there will be

present during the detection of any given pulse an overlapping of the

tails of other pulses, which in general will degrade the detection

process and add to the probability of error. This undesirable charac-

teristic is called intersymbol interference. Although it is equally

present in carrier modulation systems, the discussion of intersymbol

interference has been deferred until after the description of baseband

systems since it is primarily a function of the pulse shape, regardless

of the presence or absence of a carrier.

The classical design problem of a digital data system is to

manipulate the transmitting and receiving filter characteristics in

order to minimize the combined effects of intersymbol interference and

Gaussian noise and thereby achieve minimum probability of error. [For

detailed discussions of this problem see Lucky, Salz, and Weldon,

1968) or Bennett and Davey (1965)]. The conditions upon the shape of

the received signal, as the overall result of the channel characteris-

tics and the filters, which results in elimination of intersymbol inter-

ference were first derived by Nyquist.

If the received signal r(t) is a series of pulses ai, then the

detection sample of the kth pulse will be

rk - a + I c a + n (3.16)
m#k m m k
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where cm represents the interference factor from other pulses am, and

nk is the noise at the kth sampling instant. The probability of error

is the probability that the amplitude of the interference plus noise

exceeds ak. Obviously, intersymbol interference can only be eliminated

by making all cm - 0. This can be accomplished if the tails of all

pulses pass through zero at T-second intervals where I/T is the data

rate. An example of such a pulse is the Nyquist shape shown in Fig.

3.21.

Fig. 3.21. Nyquist Pulse.

This criterion for removal of intersymbol interference does

not uniquely specify the spectrum of the received pulse unless the band-

width is limited to the Nyquist band 1/2T as will be seen. Unfortunate-

ly, the filter characteristics that are necessary to achieve the desired

overall characteristic are in general not physically realizable and can

only be approximated. One class of Nyquist characteristics which has

been extensively used and studied is the raised-cosine response illus-

trated in Fig. 3.22. A raised-cosine frequency characteristic consists
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of a flat amplitude and a roll-off portion which has a sinusoidal form

as shown in Fig. 3.22(b). The roll-off factor is the proportionate

amount of excess bandwidth used over the Nyquist bandwidth. The char-

acteristic for a - 0, corresponding to an ideal low-pass filter, would

result in a data rate of two bits per Hz of bandwidth, with no inter-

symbol interference as has been mentioned previously. Unity roll-off

represents a one bit per H~z characteristic.

Although the overall pulse spectrum in digital data transmis-

sion systems is generally selected to meet the Nyquist criterion as

closely as possible, this assumes a predictable channel and perfect

timing conditions. Since these conditions can only be approached in

any real system, it is necessary to examine the effects of significant

amounts of intersymbol interference.

Exact calculation of the probability of error in a digital data

system with intersymbol interference is theoretically possible by di-

rectly enumerating all possible values that the interference can take

at the sampling instant (Lucky et al., 1968). This direct approach is

computationally extremely complex and usually impractical. Extensive

efforts have been expended in the search for practical alternative

methods.

The alternative methods for estimating the effects of inter-

symbol interference have generally taken the form of upper and lower

bounds or of truncated pulse train approximations. The results have

for the most part been confined to pulse amplitude modulated (PAM)

baseband systems and CPS1( systems, but as was mentioned above, the
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pulse shape is the most significant factor and the results can readily

be extended to other modulation schemes.

As an illustration of the results that are obtainable from the

method of establishing upper and lower bounds, Fig. 3.23 has been

extracted from McLane (1974). These curves were obtained by assuming

a Gaussian pulse shape which was introduced by Lugannani (1969). It

can be seen that the bounds are quite tight. Figure 3.24 also from

McLane, shows similar results when the pulse shape is assumed to be

Chebyshev [also introduced by Lugannani (1969)].

Shimbo, Celebiler, and Fang (1971 and 1973) claim to have an

exact method for caltulation of the effects. of intersymbol interference.

Actually the method uses a truncated pulse train approximation which

can be extended to obtain results as accurate as desired. Their results

for a quaternary PSK system with a double-pole filter and several values

of time-bandwidth product is shown in Fig. 3.25 as compared to Prabhu's

upper bound. Figure 3.26 shows their results considering the effect of

intersymbol interference on binary CPSK and DPSK systems with seven-

pole Butterworth filters with a time-bandwidth product of 1.2.

The effect of intersymbol interference is a discrete random

variable dependent upon the pulse sequence. Its distribution becomes

continuous in the limit if an infinite number of symbols are considered;

however, it can be shown that even in the limit, the density function is

bounded (Lucky et al., 1968). The tails are, therefore, non-Gaussian.

Errors due to intersymbol interference alone would be independent of

signal-to-noise ratio and would, therefore, distort the shape of the

"'7
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BER curves. However, since most systems are designed to minimize the

effect of intersymbol interference, errors are generally not caused

directly by the interference. The average effect is to reduce the

expected value of signal-to-noise ratio and thereby shift the curves

of BER but not significantly distort the characteristic shape.

Receiver Non-linearities

The type of non-linearities that will be discussed here are

those that occur in the frequency response of the receiver and generally

distort the pulse waveform from the desired shape. This phenomenon,

which is present in all receivers, is commonly referred to as distortion.

Distortion internal to the receiver can result from imperfect filters,

non-linear frequency response of discriminators as will be described in

the experimental results, and from a variety of other causes.

The above is emphasized to differentiate non-linearities in

frequency response from a non-linear element or circuit. A linear ele-

ment or circuit is defined as one for which the superposition principle

applies. An example of a non-linear circuit is a square-law detector.

Real elements and circuits always display a certain amount of non-linear

properties; however, the effect of these non-linearities is a highly

complex subject which would require extensive treatment. For this rea-

son and since most non-linearities are undesirable and are eliminated

as much as possible, their effect will not be discussed further here.

The results of intentional imposition of non-linearities as in a square-

law detector have been discussed under noncoherent detection of ASK and

FSK.

L IP
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This very brief discussion of non-linearities in frequency

response has been deferred to this point since, as with intersymbol

interference, the primary effect is on the pulse waveshape. Indeed,

in many cases the greatest effect on receiver performance is reflected

in increased intersymbol interference.

Other than the increase in intersymbol interference the effect

of distortion on both correlation and sampling type detection is to

reduce the signal to Gaussian noise ratio. This is clearly seen from

the fact that, although the frequency response of the circuits causing

the distortion are non-linear, the circuits are assumed to be linear

circuits as defined above. This assures that the response to signal

plus noise is equal to the response to signal plus the response to

noise. That is, if L denotes the circuit transformation (response)

then:

L [s(t) + n(t)] = L [s(t)] + L [n(t)] (3.17)

But the output of a linear system with a Gaussian input is Gaussian

(Papoulis, 1965). Therefore, the overall response to the frequency non-

linearity is a distorted signal plus Gaussian noise.

It can, therefore, be concluded (unless intersymbol interference

is drastically increased) that non-linearities in frequency response in

receivers will cause lateral shifts of the BER curves with little or no

alteration in shape. The amount of shift caused by distortion cannot

be formulated in general, but can be calculated in specific instances.

An example is shown in Fig. 3.27 taken from Jones (1971) which compares

i!AFdm
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calculated losses from a two-pole Butterworth filter with measured

results.

Sumnary of Calculated Results

It was shown in this chapter that, when expressions for proba-

bility of error are varied by constant factors or a sumation of the

common functions, the BER curves are shifted but the basic shape is

essentially retained at low error rates. This was also found to be

true for the calculated effects of jitter for small mean values and

variances. However, when the amount of jitter was substantial, the

curves were seen to flare outward at the tails. This phenomenon will

be examined more closely in Chapter 5 in comparison with experimental

results. It was then shown that, in one case where a closed form

expression was not available and in another where the expressions were

not in the common format, the effect of jitter on the BER curves was

predictably to shift them but not distort their shape. Intersymbol

interference and non-linearities of frequency response were discussed

with the common conclusion that, as long as the anomalies are not so

large as to cause errors by themselves, the overall effect is an equi-

valent reduction of signal-to-noise ratio.
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CHAPTER 4

EXPERIMENTAL RESULTS

The experimental work for the most part was conducted at the

Digital Transmission Evaluation Program (DTEP) test facility at Fort

Huachuca during June and July, 1978, with some additional work at

Bell Aerospace in Tucson during the first part of August. The jitter

measurements on the Tl-4000 and the experiment on combined effects

were performed at DTEP in May, 1979. The delay was caused first by

the lack of an instrument to measure jitter and then by other commit-

ments of the test facility.

The objective was to experimentally verify the hypothesis that

small variations in the internal anomalies which contribute to errors

in digital demodulators cause a lateral displacement of the character-

istic curve of bit error rate versus received signal-to-noise ratio,

while the curve retains its theoretical shape at the higher levels of

signal-to-noise ratio.

Toward this objective, in each of the experiments described

below, the equipment was first tested as it was found at the test facil-

ity to establish a base or reference curve of BER versus signal-to-

noise ratio (in some cases, received signal level (RSL)]. Attempts

were then made to induce increased jitter in the demodulators or to

simulate the effects of increased jitter by offsetting the timing of

137
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the receiver. Data were then taken to determine the effect of these

perturbations on the equipment performance, as related to the reference

curve. In one case nonlinearities in frequency response were introduced

to determine their effect on the BER curve.

The organization of this chapter is as follows. First the tests

of each of the four digital communications equipments are described in

some detail. The operational characteristics of the items tested and

the major items of test equipment are noted. The test procedures are

explained and the results are summarized. More detailed descriptions

of the tests and complete data are contained in Schooley and Davis

(1978), and have not been included here for the sake of brevity. The

chapter is concluded with an analysis of the results of the tests from

the points of view of accuracy and consistency. Discussions of the

deviations of the experimental BER curves from the theoretical shape,

and of the amount of displacement of the curves that was induced will

be. included in Chapter 5 in a comparison with calculated results.

VICOM Tl-4000-1nitial Tests

The VICOM Tl-4000 is primarily a digital time division multi-

plexer which converts from two to eight non-synchronous Tl channels

into a single 12.5526 Mbps data stream for transmission over a coaxial

cable or radio facility. The Tl inputs (Bell System Standard) are

1.544 Hbps signals in a return to zero (RZ) bipolar format (also

termed AMI, alternate mark inversion). The high level output can

either be a serial binary no return to zero (NRZ) or a three level

17
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partial response signal. It is in the three level partial response

mode that the multiplexer acts as a modulator/demodulator converting

this external signal from/to the internal NRZ format.

Since the Tl-4000 is essentially a multiplexer it must be

operated with a nominal input signal level which is too high for the

inherent front end noise to effect the error rate. Therefore, exter-

nal noise had to be added to the signal to establish the error curves.

A random noise generator with a reasonably flat spectrum over the re-

quired bandwidth (approximately 8 MHZ) that would produce the necessary

noise power was not available. To obtain the desired result, a micro-

wave radio set (the AN/FRC-162) was utilized as a transmission facility.

The input signal to the radio receiver could then be attenuated to a

low enough level for the receiver front end noise to produce the neces-

sary range of signal-to-noise ratios.

The AN/FRC-162, manufactured by Collins Radio, is a frequency

modulated line-of-sight microwave radio which operates in the 8 GUZ

band. The radio has been modified to accept the 12.5526 Mbps three-

level partial response output of the T1-4000. The AGC features of the

radio provide a constant level output signal to the T1-4000, regardless

of the signal level at the input to the receiver.

The RP-3780A Error Measuring Set is a pattern generator/error

detector in one instrument for measurement of loop errors with data

rates from 1 Kbps to 50 Mbps. Error count is indicated on a front

panel LED display. Alternatively BER is calculated and displayed

*every 106, 108 or 1010 bits, as desired. An indication is given if the

7 1
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error count is less than 100 errors in any period. Signal output is

either AMI or NRZ.

Test Procedure

The equipment configuration for the test is shown in Fig. 4.1.

The HP-3780A Error Measuring Set was used to generate a pseudo-random

T1 signal which was connected to a single channel of T1-4000. The

Tl-4000 three level partial response signal was then connected to the

FRC-162 transmitter. The transmitter radio frequency output was con-

nected to the receiver via waveguide which contained two calibrated

attenuators for adjustment of the signal level. After demodulation in

the FM receiver the three-level partial response signal was fed back

through the Tl-4000 to the 3780A for detection of errors.

Three separate Tl-4000 multiplexers were tested in this config-

uration. In each case BER versus RSL curves were plotted and compared

with a theoretical (error function) curve. Readings were taken on

several different Ti channels to verify that the same error rates were

present on each channel. Baud timing jitter was induced as described

below and BER versus RSL curves were obtained for each system with

several levels of perturbation. Finally, as further described below,

the frequency response of the receiver discriminator was purposely dis-

torted to determine the effect of receiver nonlinearities upon the bit

error rate. BER curves were determined for several observable aberra-

tions of the discriminator response curve.

SThe automatic gain control (AGC) voltage of the receiver was

calibrated to establish the received signal level (RSL). To accomplish

-W .- -- F - -
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this, the output of an SHF signal generator was first calibrated with

a power meter. This output was then connected directly to the input

port of the receiver mixer with the waveguide from the transmitter cut

off. Readings were then taken of the AGC voltage for input power

levels from -10.5 to -64.5 dbm which when considering the input loss at

the mixer port of 19.5 db corresponded to RSLs of from -30 to -84 dLm.

That portion of the resulting curve of AGC voltage versus RSL over which

BER statistics were taken and the data for the AGC curve are contained

in Schooley and Davis (1978).

A complete description and mathematical formulation of the detec-

tion process of a three-level partial response demodulator is contained

in Chapter 2. For the purpose of understanding the inducement of baud

timing jitter it will suffice to note that the detection is accomplished

by "slicing" the received signal. The slicer outputs are converted to

NRZ signals via logic circuits that are timed by the output of a phase-

locked-loop (PLL). Baud timing jitter can thus be introduced by jitter-

ing this timing signal.

A complete description of the operation of the phase comparator

and PLL circuitry of the Tl-4000 can be found in Schooley and Davis

(1978). The effects of various PLL circuit parameters on the output

jitter was discussed in Chapter 3. However, it should be restated here

that the term "Jitter" as used herein refers to a random variable

whether it is carrier phase reference error or symbol synchronization

error. As such it has both a mean value and a variance. For the most

- .
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part the induced jitter to be described will take the form of a phase

or timing offset which affects the mean of the jitter but not the

variance.

To induce changes in the amount of baud timing jitter present

in the Tl-4000 receiver, the natural frequency of the voltage controlled

oscillator was offset from its nominal value of 6.276 MHz. This was

accomplished by varying an inductor in the oscillator tuned circuit.

The free running oscillator was found to be too unstable to permit mean-

ingful measurements of the natural frequency; therefore, the effects of

the adjustment were noted by recording the corresponding variation of

the quiescent value of a dc bias voltage which could be monitored at

the PLL test point.

No method was available during the original experiments for

quantitatively measuring the amount of baud timing jitter that was

induced. However, a qualitative estimate was obtained by observing the

receiver clock signal on an oscilloscope using the transmit clock as an

external reference and with the transmitted signal looped directly to

the receiver. The result was not completely satisfactory and led to

the later experiments that were conducted when a jitter measuring device

became available.

To determine the effects of nonlinearities in frequency response

upon the BER curve, the linearity of the response of the discriminator

* 1 of the FRC-162 FM receiver was purposely distorted. The linearity was

observed by connecting a sweep signal generator to the discriminator

input and observing the output on an oscilloscope with the frequency

- -~- - - .- 7:10'
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varying ± 25 MHz about the 70 MHz IF center frequency. Operation of

the FRC-162 with the nominal 45 MHz bandwidth discriminator is appar-

ently normal practice even though the signal bandwidth of the Tl-4000

is approximately 8 MHz. This fact accounts for what may appear to be

a disparity between the linearity and the error rates, since the only

meaningful portion of the observed curve is ± 4 MHz from the 70 MHz

center frequency. Variations were made on the settings of the dis-

criminator tuning capacitors and inductors while the linearity distor-

tions were observed on the oscilloscope. Data were then taken to deter-

mine the effects of several different distortions on the BEE curve.

Results

Complete data for the Tl-4000 tests are ontained in Schooley

and Davis (1978) as are complete sets of curves for all models tested.

Only representative curves will be included here. In general only the

results are presented at this time. Analysis and comparisons with cal-

culated results are deferred until Chapter 5. However, in some of the

figures theoretically shaped curves have been included with the experi-

mental results for ready reference. These have been placed for con-

venient comparisons of shape without regard for absolute lateral loca-

*tion.

The initial BER curves obtained from the three separate models

of the Tl-4000 were quite consistent with the differences among the

three curves being less than one db. The initial curve for model

11H0009 is shown in Fig. 4.2 with a theoretical error function curve

placed for convenient reference.

11-
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The results of the baud timing experiments for all three models

were essentially the same. Curves for one model are shown in Figs. 4.3

and 4.4. It should be noted here that for small amounts of offset the

BER curves are shifted laterally but closely retain their initial shape.

However, as the displacements become larger the curves begin to tilt

outward as shown in Fig. 4.4 for PLL voltages of 4 and 3 volts. This

phenomenon and the relationship between the amount of shift and the

timing variations will be discussed in detail in Chapter 5.

An easily observable fact from these experimental results is

that, even when the curves do distort somewhat from the theoretical

shape, they never cross. This dbservation, which will be further sup-

ported by the results of the other experiments, leads to a conclusion

which has potentially greater benefit than the saving of test time.

BER measurements of this kind can be extremely useful in new tech-

niques for equipment alignment!

To illustrate this fact, curves have been plotted from the data

which show BER as a function of the PLL voltage for fixed received sig-

nal levels. Figures 4.5, 4.6, and 4.7 are plots of BER versus PLL vol-

tage for RSL's of -69, -70, and -71 dbm for each VICOM Tl-4000 model

tested. Two highly significant features are revealed. First, the PLL

setting which provides optimum performance (lowest BER) is different

for each model. The curves show that small variations in this align-

ment can easily impair performance by an order of magnitude or more.

There appear to be no other methods of determining the optimum setting.

Secondly, the optimum value of PLL voltage for each model is the same

Aft
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f or each value of RSL. This indicates that the alignment can be accom-

p. 'shed at nominal values of RSL (where BER readings are easily obtained)

with the assurance that the setting so determined will be truly optimum.

Figures 4.8 and 4.9 are the error curves obtained from varia-

tions of the FM receiver discriminator linearity utilizing model 11HO009

with approximately optimal baud timing. Figures 4.10 and 4.11 are oscil-

loscope pictures of the discriminator response curves. The scope was

calibrated to 5 Mflz per horizontal unit, so that the 50 MHz sweep covers

the entire scope face with 70 MHz at the center.

As can be observed from the curves, the distortions of the dis-

criminator linearity caused lateral shifts but no significant tilt or

additional deviation from the theoretical shape. That this is a pre-

dictable effect will be discussed in Chapter 5.

Probably the most significant result of the discriminator

linearity experiments was the surprise effect obtained from variation B.

Variation A was the result of an attempt to improve the linearity from

observation of the oscilloscope display, as shown in Fig. 4.11. This

did in fact provide a slight improvement in the BER curve (less than

1/3 db shift to the left). Variation B on the other hand was a delib-

erate attempt to distort the linearity as shown in Fig. 4.10, but re-

suited in approximately 314. of a db improvement over the initial curve.

As was mentioned previously this apparent disparity was due to the fact

that the only meaningful portion of the displayed linearity response

was a small segment in the center. Nevertheless, it does demonstrate

kA
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Fig. 4.10. Discriminator Linearity Variations, Vicom

T1-4000, Model 11110009.
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that the BER readings give a much better indication of the true align-

ment than does the analog display technique.

Again, this result and others described led to the realization

that alignment of equipment can be accomplished much more accurately

in some cases by monitoring BER at low signal-to-noise ratios than by

other existing techniques.

VICOM Tl-4000--Additional Tests

The objectives of this later experimental work with the Tl-4000

were twofold. First, it was desirable to repeat the baud timing jitter

experiment while measuring the induced jitter so that comparisons could

be made between experimental and calculated results. Secondly, the ini-

tial experiments had raised the question of combined effects. That is,

could greater shifts of the BER curves be obtained without additional

distortion of their shape by simultaneously stimulating two separate

error causes?

Test Procedure

The test configuration was essentially the same as for the ini-

tial tests as shown in Fig. 4.1. The FRC-162 radios were not available,

but Terracom radios which have a different physical configuration but

the same electrical characteristics were substituted. The three TI-4000

models originally tested were also not available and a slightly newer,

but essentially unchanged, model was used.

C7
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The Hewlett-Packard HP 5370A, Universal Time Interval Counter,

was used to measure jitter. In the mode of operation employed, the

meter measures the time interval between the leading edges of the near-

est pulses of two separately applied signals at the moment the refer-

ence switch is activated. Readings may then be taken of the mean value

and the standard deviation of the difference between the reference

interval and the time interval between the signals averaged over a pre-

set number of samples.

The procedure for the baud timing experiment was essentially

the same as in the initial tests. Jitter was induced in the symbol

synchronization circuitry by offsetting the quiescent frequency of the

VCO in the PLL. BER curves were obtained for a number of frequency

variations spread between the extremes -where the system lost synchroni-

zation.

To measure the amount of jitter induced, the output of the PLL

was compared to the transmitter timing signal. The VCO adjustment that

resulted in minimum error rate was assumed to produce a zero offset

and was used as a reference. The mean value of the induced phase off-

set was then measured corresponding to the PLL voltages for which BER

I 4r curves were taken. These measurements were repeated for several values

of RSL. The same procedure was used to obtain data on the standard

deviation for the various values of PLL voltage and RSL.

A procedure similar to that used for the discriminator varia-

tion tests was applied to determine combined effects. Two different

degrees of distortion were made to the linearity of the discriminator
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response of the FM receiver. In this case, error data were taken for

both the optimum setting of the PLL voltage and for an extreme value.

In this manner the combined effects of baud timing jitter and receiver

non-linearities could be determined.

Results

The BER versus RSL curves for the several values of PLL voltage

are shown in Figs. 4.12 and 4.13. The results are very similar to

those obtained previously except that the range of PLL voltage and the

optimum setting are shifted approximately 2 volts lower than the three

sets initially tested. The curve for the near optimum setting of 4

volts is very close to the theoretical. As before, the curves for the

high voltage settings are closely spaced with no additional deviation

in shape from the theoretical, whereas the lower voltage settings pro-

duced wider spacings and the curves tilt outward.

The measurements of the mean and standard deviation of the jit-

ter are contained in Table 4.1. The mean was found to remain essen-

tially constant with variations of RSL and therefore only one value is

given. The meter readings were in nano-seconds which have been convert-

ed to fractions of a bit period for the table entries. The frequency

of the timing signals was 12.55 Miz. These values will be used in Chap-

ter 5 to determine calculated BER curves for comparison with the experi-

mental results described above.

Figure 4.14 shows curves of BER versus PLL voltage for constant

values of RSL. It is interesting to note that the optimum setting of PLL

voltage is approximately 4.2 volts. According to test site personnel,

t]



160

10;

-5.

0
$4.

-4X

"7P-.-6

-f - 81
10

-6 - 7 , 69 -6 o c
ReevdSinlLve0dm

Fi.41. BRvs S ihPLVaitos io
T140,Mdl0J03

mmPt.- ~



161

4 -o

n: -P - ?y
0PLL - 1. 5V~

-76 -75 74 -- 3 -~ 72 -1C -6 -4- .-o7 -66

Received Signal Level (dbm)

Fig. 4.13. BER vs. RSL with PLL Variations (2), Vicom

T -4000, Model O1J0033.

ii--A



16 2

-3
10

10

-5
10

-6_ _ _ _

0

10

104

10

V' RSL - 70-9q

-9 CI: RSL - 69.9

:o 26

PU. Voltage (volts)

Fig. 4.14. BER vs. PLL Voltage (Module A), Vicom T1-4000,
Model 01J0033.

I'4



163

Table 4.1. Measured Mean and Standard Deviation.

PLL Voltages

1.5v 2v 4v 6v 8v

Mean Value 0.11 0.083 0.0 0.038 0.064

Standard -73 0.099 0.099 0.095 0.095 0.095

Deviation -71 0.086 0.086 0.083 0.083 0.083

at -69 0.076 0.076 0.070 0.070 0.070

Given RSL -67 0.070 0.070 1 0.064 0.064 0.064

the VCO had not been adjusted since having been received from the manu-

facturer. Yet this factory setting was found to produce a PLL voltage

of 2.44 volts corresponding to a BER curve shifted approximately 1.3 db

from the optimum.

Two additional receiver input modules were on hand whose VCO

alignments had not been altered since receipt from the factory. 7h2se

modules were placed in the same multiplexer used for the above experi-

ments. The PLL voltage for the manufacturer's alignment was first

determined and then data was taken for each module to determine curv.-s

-of BER versus PLL voltage for two values of RSL. The results are shown

in Figs. 4.15 and 4.16. In the case of module B the manufacturer's

setting produced a PLL voltage of 5.5 volts whereas the optimum setting

4, is slightly less than 4 volts. This corresponds to a shift of the

I" characteristic BER curve of approximately 0.6 db.

'A
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For module C the initial PLL voltage was 4 volts. Interesting-

ly, the optimum setting was at 2.3 volts which was obtained with the

core removed from the tuning inductor. To check this last result the

module was retested in a different multiplexer. The voltage readings

were slightly different but the optimum error rate was still obtained

with the core all the way out. This probably indicates that one or

more of the other components in the tuned circuit were out of tolerance.

The difference between the manufacturer's alignment and the optimum re-

sulted in a shift of the BER curve of approximately 0.5 db.

The major significance of these latter results is that, what-

ever alignment technique was used by the manufacturer, it did not pro-

duce optimum tuning of the VCO. The technique of alignment while

monitoring the BER can be readily applied and will result in optimum

performance.

The results of the combined effects experiment are illustrated

in Fig. 4.17. The curves occur in pairs with PLL voltages of 4 and 8

volts, first with no di,,;criminator distortion, and then with two levels

of distortion. Distortion level A shifted the pair of curves approxi-

mately 2.2 db yet the curves retained their original shape and spacing

of about 1.2 db. Distortion level B shifted the pair approximately

3.8 db. Again the original shape and spacing have been maintained. In

neither case did the curves have any appreciable additional deviation

from the theoretical (tilt). This result will be discussed further in

Chapter 5.
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Lenkurt 261A

The Lenkurt 261A is a digital data transmission set designed

to operate at 2400 bps over a conditioned voice frequency channel. It

is designed to accept 2400 bps data from business machines, computers,

and other digital terminal equipment provided with EIA Standard RS-

232C interfaces. The line side output is a combination of a synchro-

nous duobinary encoding technique with frequency shift keying (FSK)

modulation.

The transmitted signal of the 261A is a synchronous (continu-

ous phase) frequency modulated duobinary waveform. The upper and lower

levels of the duobinary signal (1200 and 2400 Hz) represent mark, and

the center level (1800 Hz) represents space. The mark frequency de-

pends upon the pattern of previous signals. At the receiver the incom-

ing signal is passed through a discriminator which produces a 3-level

amplitude signal similar to the 3-level partial response signal of the

T1-4000. This signal is then detected by slicers and the outputs are

combined, sampled, and retimed by the receive clock.

Although the transmitted signal is synchronous, zero-crossing

detection is used in the receiver for timing recovery to allow opera-

tion over circuits that exhibit significant error in frequency transla-

tion. Before detection, the signal is modulated up in frequency to

facilitate separation of the recovered baseband signal from the line

signals, which may have suffered frequency translation in transmission.
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The method of deriving the receive clock is described in

Schooley and Davis (1978). The functions are similar to a phase-locked-

loop, however, the phase corrections are discrete in 2.6 .sec steps at

each data transition.

The Lenkurt 26C Data Set is end-to-end compatible with the 261A

and is essentially the same in electrical characteristics; however, it

has been physically configured for rack mounting.

The General Radio Company Type 1390-B Random Noise Generator is

capable of providing high level noise, essentially Gaussian distributed,

which has a relatively flat frequency content over a bandwidth of 20 KHz

(500 KHz and 5 MHz bandwidths may be selected). The set uses a gas-

discharge tube as its noise source. The noise output is amplified,

filtered and equalized to attain the relatively flat spectrum over the

desired bandwidth.

The HP 1645A Data Error Analyzer generates a pseudo-random bit

stream to loop through the equipment under test, and return for analy-

sis. Errors are counted and displaced on the front panel. The equip-

ment can be operated with an external timer and recorder. This was the

only error measuring set that was available which had an RS-232 inter-

face capability.

Test Procedure

A block diagram of the test configuration is shown in Fig. 4.18.

The pseudo-random data generated by the HP 1645A was transmitted to the

modulator section of the data set over the RS-232 connection. Since

nnw
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the modem line side was a balanced 600 ohm nominal output impedance

and the noise generator (and the power measuring device) were both

unbalanced, audio transformers were used to add the signal and noise.

The demodulator output was looped back to the HP 1645A for comparison

with the generated signal and the detection of errors. In the normal

mode of operation, the modem provided the timing for the data generator.

This situation was altered during one of the test modes and will be

described in the following paragraphs.

An adjustment factor of -7.7 db was used on the signal-to-noise

ratio to compensate for the apparent bandwidth of the measured noise.

The noise generator bandwidth is nominally 20 kHz whereas the receiver

input is filtered to 3.4 k.Hz. Assuming the signal is totally within

the receiver bandwidth, the adjustment factor is then 10 log 3.4/20

-7.7 db. The validity of this factor was not established to the extent

of measuring the actual signal and noise bandwidth nor was it verified

that the noise was truly white within the band as claimed by the manu-

facturer. However, since the adjustment factor merely shifts the error

curves laterally without effecting the shape, the matter was not con-

sidered to be greatly significant. Since the tests were conducted at

A.- voice frequencies, the effects or the mismatch, metering, and loading

! 61 were also considered negligible for the purposes of demonstrating the

desired phenomena. This assumption was born out by the results.

Bit error rate versus signal-to-noise ratio curves were plotted

for three 261A modems and one 26C operating in the most common mode.

tit Normally both the transmit and the 'eceive timing of the modem are
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derived from a 1.92 MHz internal oscillator. The transmit timing sig-

nal is provided via the RS 232 interface to the data terminal being

serviced (in this case the HP 1645A). The receive timing is aligned

with the received data by means if a variable ratio divider driven by

data transitions.

In order to determine the effects of baud timing jitter, efforts

were made to offset the actual timing of the received data and the in-

ternal receive timing prior to alignment with the received data. This

was accomplished by using a separate external timing source f or the

HP 1645A.

Both the internal oscillator of the 261A and the square wave

generator used for external transmit timing appeared very stable when

checked with a frequency counter and when displayed on an oscilloscope.

Unfortunately, when the timing was offset by as much as 2 Hz, the 1645A

lost synchronization even though the modem appeared to operate satis-

factorily. When the external timing was set for precisely 2400 Hz the

error analyzer maintained synchronization and an error curve was

plotted. Even though, as mentioned above, both oscillators appeared

A quite stable and the timing was not deliberately offset, timing the

transmit and receive sections from separate sources resulted in a shift

in the error curve of approximately one db. The curve using internal

p timing for both transmit and receive was repeated in this same time

*1 frame to insure that the shift was not caused by external (test setup

or other environental) factors.

7i7 7
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Results

Complete data and curves for all the Lenkurt 261A models tested

are contained in Schooley and Davis (1978). Figure 4.19 is the experi-

mental BER curve obtained from 261A model #1 as compared to a theoreti-

cally shaped curve. Figure 4.20 is the experimental curve for the

Lenkurt 26C. The three models of the 261A modem tested provided very

consistent results. The error curves were all well within 1/2 db of

each other. On the other hand, the curve for the 26C was shifted ap-

proximately 2.5 db to the right but with very little deviation in shape.

This will be commented on further in Chapter 5.

Figure 4.21 shows the results of utilizing separate transmit

and receive timing for 261A model #1 as compared with results using the

single internal source. This also will be discussed in Chapter 5.

MW-518

The MW-518 tested here is an engineering model of a modifica-

tion to the commercial MW-518 FDM-FM radio set manufactured by Collins

Radio. This is essentially the same radio equipment as the AN/FRC-162

modified for quadrature phase shift keying operation (QPSK). The radio

set accepts a 12.5526 Mbps MECL logic signal and performs the QPSK

modulation and detection internally at the IF level. Although the data

4 is differentially encoded prior to modulation, the detection scheme is

coherent (nondifferential).

The HP 3760A Data Generator and HP 3761A Error Detector are used

in combination for the generation of a pseudo-random data stream and for

the detection of errors. The data generator can be triggered either

7-L-_: . ;7 !,
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internally or externally. The output can be either NRZ or RZ, with

the level variable from 0.1 to 3.2 volts (50 ohm output impedance).

The 3761A is specifically designed to receive the data stream of the

3760A and to count errors after comparison with an internal closed loop

reference sequence synchronized by a sync pulse generated every sequence

by the 3760A. Errors may be counted over a gating period or BER can

be calculated and displayed upon the receipt of 100 or more errors.

Test Procedure

The test configuration is shown in Fig. 4.22. The interface

box was a locally fabricated device to convert the TTL logic of the

3760/3761 to the MECL logic of the MW-518. The interface box also

provided clock to both the data set and the modulator section of the

MW-518. Data was transmitted at 19.804 Mbps. As in previous tests,

the AGC voltage of the receiver was calibrated to determine the receive

signal level. Attempts were made to record BER at signal levels from

-70 to -80 dbm.

As before, the first step was to obtain a BER versus received

signal level cuiv: as a base for comparison prior to attempting any4I
alterations of the internal timing, or other parameters. However, the

considerable difficulties encountered in efforts to obtain consistent

(repeatable) 3ER data precluded any attempts to directly demonstrate

th= effects of jitter, or other anomalies. These difficulties are de-

scribed below.

The received QPSK modulated 70 'flYz signal which is input to the

phase demodulator of the MW-1S may assume any one of four phases during

'lgM

47
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any one bit period of the modulating waveform. The function of the

phase demodulator is to detect the QPSIC modulation and provide a 70

MHz output signal.

The input signal is routed to both the carrier recovery cir-

F cuitry and the phase detector. An input times-four frequency multi-

plier in the carrier recovery section raises the signal to 280 MHz.

This signal, with phase discontinuities removed, is the reference to

the phase detector. The other phase detector input is the output of

an identical multiplier driven by a 70 MHz voltage-controlled oscilla-

tor. The phase detector output is amplified and filtered to provide a

dc voltage which phase-locks the 70 MHz VCO to the 280 MHz reference

signal. However, since the loop phase comparison is performed at 280

iffz, the 70 MHz recovered carrier will assume any one of four, static

phase states separated by 900. This four state possibility of the

carrier phase introduces an ambiguity in the detected QPSK signal which

must be removed by the radio system.

The frequency deviation of the FM on the input signal is multi-

plied by a factor of four along with the carrier frequency in the ref er-

ence multiplier as is the level of any noise present with the input

signal. However, the FM modulating frequency is not changed, and at

the 70 Mffz VCO output, the deviation is again the same as that on the

70 MHz input signal. The loop may be viewed as a narrow band tracking

filter (noise BW 1 MU~z wide) which filters the 280 MHz signal, followed

by a factor of four divider to restore the original deviation. Because

the filter is a phase-locked loop however, it can only function as long
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as the loop remains locked. For modulating frequencies smal compared

to the 135 1CR: loop bandwidth, the loop will remain locked for arbi-

trarily large deviations. At frequencies outside the loop bandwidth,

the loop will remain locked only if the carrier is present, and i~f the

equivalent phase deviation is less than 90* peak. Low carrier-to-

noise ratios at the 70 MHz input generate large phase deviations at the

280 Mz multiplier output and the loop unlocks. A reduction in the

noise level is necessary for the loop to regain phase lock.

This method of carrier recovery results in a family of four

distinct bit error rate curves depending upon which static phase state

has been assumed. Attempts were made to identify the phase states by

observing the I and Q channels on an oscilloscope. To note any changes

it was necessary to provide a data input of alternating ones and zeros.

Three distinct states were identified in this manner. The fourth

state either did not occur or it was not noted. Unfortunately, it was

not possible to relate the observed states with specific BER curves,

since, when the data input was changed from alternating ones and zeros

to a pseudo-random sequence, the system would lose synchronization (the

phase-locked-loop unlocked) and there was no way of determining which

state was regained.

Information from persons involved in the initial acceptance

testing of this equipment indicates that the Collins technicians had

photographs of eye patterns of the I and Q channels which permitted

them to discern the several phase states while pseudo-random data was

being input; however, these photographs were not available.

-77
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JThe second problem was the extreme sensitivity of the HW-518.
The receiver repeatedly lost synchronization without apparent cause,

even at relatively high signal levels (-76 -77 dbm). At no time was

lock maintained at a signal level of -80 dbm, or less, for a sufficient

period to obtain a BER reading. At each loss, the signal levels had-

to be increased to approximately -70 to -72 dbm to regain synchroniza-

tion. Unfortunately, upon each resynchronization the system had the

opportunity to lock on different phases of the carrier.

Compounding the situation was the apparent sensitivity of the

system to heat. The AGC versus RSL curves were found to vary by as

much as 1 db between the morning and afternoon (and from day to day).

This was attributed to temperature variations, since the test site air

conditioning was not working properly during the period of the tests

and ambient temperatures varied by at least 10 degrees. The demodula-

tor module of the receiver was noted to operate at a very high tempera-

ture. Although this did not necessarily affect the AGC voltage, it

* probably contributed to the instability of the system.

It appeared that there would be no possible way to discriminate

between variations in BER intentionally induced and those due to the

above-described phase and heat problems. For this reason, no attempts

were made to induce jitter, or other anomalies, into the operation of

the system.

Results

After many attempts, two separate curves of BER versus signal-

~ - to-noise ratio were obtained during a single short time period
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(approximately one hour), while the ambient temperature was essentially

constant. The data points of each curve were obtained without loss of

synchronization, but the system was resynchronized between the two

groups of data. The differences in the curves were, therefore, attrib-

uted to the system having locked onto different phases of the recovered

carrier. Complete data for the MW-518 tests are contained in Schooley

and Davis (1978). Figure 4.23 shows the two curves that were obtained.

The phases were arbitrarily numbered one and two. The curves do adhere

reasonably to the theoretical shape and are consistent with the results

of previous tests. The shift of approximately 1/2 db between the two

curves is attributed to an increase in carrier phase jitter caused by

the resolution of the ambiguity in the detection process.

RDS-80

The RDS-80 is a QPSK radio system manufactured by Raytheon.

The multiplexer accepts up to 25 T1 (1.544 Mbps) lines and delivers a

40.15 Mbps data stream to the quadrature phase modulator. Modulation

is accomplished at the IF (70 MHz) level and the signal is then up con-

verted to the 11 GHz band. Demodulation is coherent from a recovered

carrier.

The HP 3780A error measuring set was described previously.

Test Procedure

The equipment configuration for the test is shown in Fig. 4.24.

The RDS-80 transmitter timing was utilized to key the 3780A at 40.18

Mbps. This signal was then fed directly to the radio modulator section

. .. . . - ..
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of the RDS-80 bypassing the multiplexer. The attenuators in the wave-

guide were calibrated so that the received signal level could be read

directly. The HP 382A attenuator that was varied during the tests had

been calibrated on June 1, 1978. The 40.15 Mbps NRZ signal was re-

turned directly from the demodulator to the 3780A, again bypassing the

multiplexer so that errors were detected at the high data rate.

Data was taken for an initial curve of BER versus received sig-

nal level to serve as a basis for future comparisons. Data points were

taken for signal levels in the range of -71 to -81 dbm.

Carrier phase jitter was simulated by offsetting the phase of

the recovered carrier used for the QPSK demodulation. This was accom-

plished by varying an inductor in the output of the carrier recovery

circuit. The amount of adjustment to this coil was used to identify

the states for which BER curves were plotted. Operation of the carrier

recovery and demodulator are described in some detail in Schooley and

Davis (1978).

Baud timing jitter was simulated by adjusting the phase of the

20 MHz timing signal which is used in the regeneration of the output

data stream after detection. This was accomplished by adjustment of a

trimming capacitor in the output of the phase-locked-loop. Operation

of the phase-locked-loop and the data regeneration module also are

described in Schooley and Davis (1978). The orientation of the trim-

ming capacitor was used to identify the several states for which BER

curves were plotted.

.1
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Results

Complete data for the RDS 80 tests are contained in Schooley

and Davis (1978). Figure 4.25 shows a comparison of the experimental

BER curve of the RDS 80 prior to any adjustments with a theoretical

error function curve. Figures 4.26 and 4.27 are the experimental BER

curves obtained as a result of varying the carrier phase offset.

Figures 4.28 and 4.29 are the experimental curves obtained as a result

of offsetting the baud timing.

In general, the data taken on the RDS-80 was not as consistent

as that for the other items of equipment. The cause of this is not

known. However, the smooth curves drawn through the data points did

produce predictable results. This will be shown in the comparisons

with calculated curves in Chapter 5.

Figures 4.30 and 4.31 are curves of BER versus the coil and

trimmer capacitor settings for the RDS-80 operating at RSL's of -75,

-76, and -77 dbm. The coil setting is obviously quite critical where-

as the capacitor alignment has a considerably broader range in the

optimum area. Still, once away from the center of this optimum area,

small variations could cause startling changes in the BER. Again the

optimum settings are independent of the RSL. These curves again demon-

strate the facility with which equipment alignment can be accomplished

while monitoring the BER at very low signal-to-noise ratios.

3
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1 Variance and Consistency of Experimental Data

Considerable care was taken during the experiments to obtain

I reliable consistent data. In those cases where data appeared incon-

sistent with that previously taken or deviated from what could rea-

sonably be expected, the experiments were halted and complete data for

that curve were retaken after the source of difficulty had been resolved.

The results for the most part appear to be reliable and consistent.

It must be remembered that the BER measurements are actually

estimates of the mean value of a random variable. Where it was prac-

tical to do so, the experiments were allowed to run for a sufficient

length of time to insure that the variance of the estimates could be

neglected. To show that this is in fact a reasonable assumpt~ion, the

variances for each point of an example curve for each item of equipment

were calculated.

The variance is calculated by first assuming that the true value

of the mean remained constant during the period the errors were counted.

Assuming x errors are counted in an interval of n total received bits,

the unbiased estimate of the BER for direct binomial sampling is:

r4x/n .(4.1)

* Recalling that x is a random variable with a binomial distribution,

P(x-k) -(7)pK (1*-.) nk(4.2)
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the mean and variance of x are (Korn and Korn, 1968)

nx a np

2 = np(l-p). (4.3)

Then to find the mean and variance of 6:

I-E(ol - E{ nI-I p

- E{6 - ri)21 - E{ (x2 _ n2 p)} = 2 (4.4)
P p -n- 7

P n "

Complete tables of the calculated variances for each data point

of example curves can be found in Schooley and Davis (1979). In all

I cases the variances were very small, most ranging from 10-11 to 10- 18.

The largest was 1.1 x 10-8 for one point on the Lenkurt 261A curve.

ITo relate this result to the variance in RSL (or signal-to-

j. noise ratio) necessary to produce a given BER, it can be shown (Pap-

oulis, 1965) that an approximate evaluation can be obtained from:

RSL [g,(0)]2 o2 (4.5)

where g'(j) is the slope of the BER curve (considering RSL as a function

- of BER) at the point of interest.

As can be seen at a glance, for BER's of 10- 4 or less, the

- slopes of the curves are slowly decreasing, and very much less than

unity. Squaring the slope and multiplying by an already very small

1;. |number does indeed produce a variance which can easily be neglected.
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A sample value of this variance was calculated for each example curve.

These variances ranged on the order of 10- l- to 10 - 19. Again the larg-

est was for the same point on the Lenkurt 261A curve which was 2.3 x

10-11 db.

For an additional estimation of the data reliability, 90% con-

fidence intervals which were defined by Crow and are described in

Schooley and Davis (1977b) were calculated for sample points. The inter-

vals are in terms of the BER variation. Since each interval is a func-

tion of the standard deviation, the 90% confidence interval in terms of

RSL for a given BER is directly proportional to the slope.

Even for the worst cases, the confidence intervals were found

to be less than 1/2 db. Because of this it can be concluded that iso-

lated irregularities in the data are due primarily to experimental pro-

cedures, drifting signals, or other external influences rather than to

the variance of the estimates of the random variable so long as suf-

ficient time is allowed for the estimates.

r
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CHA.PTER 5

COMPARISON OF CALCULATED AND EXPERIMENTAL RESULTS

In the previous chapters expressions were derived for the

effects of carrier phase jitter and baud timing jitter on the probabil-

ity of error in digital communications systems for a variety of modula-

tion techniques and detection methods. These expressions were then

used to calculate characteristic curves of long term bit error rate

versus signal-to--noise ratio. Other internal receiver anomalies whose

effects could not be derived in closed form were studied directly in

terms of calculated BER curves. With some notable exceptions that will

be discussed further in this chapter, it was found that, in theory,

small variations of these internal receiver anomalies caused shifts of

the BER curves without significant distortion of the shape.

Chapter 4 presented the results of experiments that were per-

formed in an attempt to directly verify the theoretical predictions.

In this chapter the BER curves obtained from these experiments will be

analyzed to determine how closely they conform to the calculated re-

sults. The analysis will be in terms of the amount of deviation of

the experimental curves from the theoretical shape, and where measure-

ments have made comparative calculations possible, in terms of the amount

of shift.

* The approach in this chapter will be to first correct the mis-

conception about detection behavior in the presence of jitter that has

197
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apparently occurred based upon the wide acceptance of the theoretical

curves of Lindsey and Stiffler that were presented and extended in

Chapter 3. These calculated results shoved a dramatic flareout of the

tails of the BER curves for relatively large values of both carrier

phase and baud timing jitter. In the experimental results described in

Chapter 4 and in all those observed in the literature, the BER curves

tend to tilt outward with large disturbances, but the predicted flare-

out of the tails does not occur. A simple but satisfying resolution

of this apparent disparity is presented.

Before proceeding with the comparisons of the results, a brief

description is given of the calculations that were performed to provide

a quantitative measure of the "goodness of f it" of the experimental

curves to the theoretical. Then the results obtained from each item

of equipment are compared with calculated curves to determine their

deviations from the theoretical shape. In the cases of the Tl-4000 and

J the RDS-80 measured values of jitter and phase offset are used to com-

pare the amount of shift that can be theoretically predicted to that

obtained experimentally.

I The Flareout Question

Examination of the curves in Chapter 3 that were calculated for

the effects of both carrier phase and baud timing jitter raises a

J significant question. Why don't these analytically derived curves agree

more closely with the experimental results? Much larger shifts of the

error curves were 3btained experimentally without the dramatic flareout



199

shown in the calculated curves. True, for the most part, the experimen-

tal results were obtained by phase and timing offsets which shifted the

mean value of the jitter but essentially left the variance unchanged.

However, since such a shift in the mean is relatively unaffected by the

signal-to-noise ratio over the range of interest, it would be expected

that the irreducible errors (probability that the magnitude of the jit-

ter is greater than wr/2) would be increased significantly, causing an

even more dramatic flareout of the error curves. In addition to the

experiments performed in support of this work, a search of the litera-

ture revealed no experimental results where internal equipment anomalies

caused the BER curves to be so distorted.

The answer to this question lies in the fact that the theoreti-

cal curves of Lindsey and Stiffler were plotted for constant variances

over the complete range of signal-to-noise ratios. However, it was

shown in the discussion of phase error from PLLs in Chapter 3 that, in

the linear approximation to PLL operation, if the phase of the input

signal is constant, the variance of the output jitter due to additive

white Gaussian noise is inversely proportional to the signal-to-noise

r*4 ratio within the PLL bandwidth. That is:

N B
a2  0 (5.1)n A2

where N 0/2 is the two-sided noise spectral density, B is the loop band-

width, and A is the signal amplitude.

It must be noted that a2 is the variance of the phase jitter
n

due only to the noise. Although this is generally the most significant
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factor, random oscillator fluctuations and other transient phenomena.

are always present causing relative variations between the received

signal and VCO output phases (Stiffler, 1971). The design of the loop

filter of the PLL is normally a compromise between tracking the phase

variations and eliminating the effects of the additive noise. For this

reason the jitter variance will contain both constant and varying

(functional) components depending upon the particular filter design

and the stabilities of the transmitter and VCO oscillators (disregarding

other transient ph~enomena as being primarily due to the external chan-

nel).

There appears to be no prescribed method available to formulate

the specific relationship between the constant and functional components

of variance of the output phase of a PLL. Although this would be an

interesting investigation, it is not within the scope of this study.

That such components do exist in a definite relationship will be shown

from the experimental measurements made with the T1-4000. For the pres-

ent purposes of examining the effect upon the BER curves several pos-

sible relationships will be assumed.

r'4 The results in Chapter 3 were obtained with only a constant

component of variance. It should be instructive to examine the other

extreme of a purely varying component. In all of the following examples

the mean will be assumed to be zero. Figure 5.1 is BER curves calcu-

lated from the expression for probability of error conditioned on carrier

phase jitter with a zero mean and the variance equal to 0.8, 1.0, and

1.4 times the inverse of the signal-to-noise ratio. Similar results are

L *- 7 _
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shown in Fig. 5.2 for baud timing jitter where the variance was made

equal to 0.08, 0.2, and 0.3 times the inverse of the signal-to-noise

ratio. The proportionality constants are used since the loop bandwidth

of the PLL is generally kept very narrow and the PLL signal-to-noise

ratio will in general be larger than that at the point of detection.

Although these results are not too realistic since the curves tilt in-

ward slightly, they certainly demonstrate that the functional component

of variance does not cause a flareout of the tails of the curves.

In a real system the results will be somewhere between the two

extremes of the constant and the functional variance. Figure 5.3 shows

an example for carrier phase jitter with variance a2 -0.02 + lISNR.

Figure 5.4 is for baud timing jitter with a standard deviation

G= .003 + 0.I/SNR. As can be seen, these relationships cause the

curves to shift and tilt slightly, but there is no flareout of the tails.

The above examples demonstrate that the flareout of the tails of

the curves calculated by Lindsey and Stiffler was due to the assumption

of constant variance. When the variance is assumed to have both a con-

stant and a functional component, the curves were in much closer agree-

ment with the experimental results. This conclusion will be verified

further by the calculations using the measured values of jitter in the

discussions of the Tl-4000 test results that follow.

Deviation off Experimental Curves from the Theoretical

So far in the discussion, the shapes of the experimental BER

curves have been compared graphically to the theoretical error function
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by sketching curves through the experimental data and examining their

appearance relative to a theoretically shaped curve drawn through some

convenient reference point. This "sight" comparison is of considerable

value, but does not provide a quantitative measure of how valid the

theoretical approximation is.

To provide a quantitative measure of "goodness of fit" of the

experimental curves to the theoretical, a computer program was written

to perform the following calculations. The experimental data point

closest to a BER of 10
-
4 for each error curve was selected as reference.

The signal-to-noise ratio necessary to produce this BER was then cal-

culated from the theoretical expression for CPSK:

erfc (2E) = I0 -  (5.2)

(not precisely i0- 4 in each case). Then using the RSL that experimen-

t:illy produced this BER as the average signal energy E, an overall noise

figure No for the receiver was determined. Using this noise figure as

a constant for the receiver, an RSL was then calculated for each data

point on the experimental curve using the theoretical expression. The

theoretical values were then compared with the experimental RSLs that

produced the data points.

In other words, the program mathematically drew a theoretical

curve through the experimental data point nearest a BER of 10
- 4 for each

experimental curve. Then for each data point on the experimental curve,

the theoretical RSL (or signal-to-noise ratio) required to produce that

BER was calculated and compared with the measured value. This provides
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a quantitative measure of the deviation of the experimental curve from

the theoretical at every level.

A second set of calculations was performed in a similar manner

but u~sing the experimental data point closest to 10-5 as a reference.

The complete results of the calculations are contained in

Schooley and Davis (1979). A close check was made to insure that the

graphical comparisons shown are consistent. The significant calcula-

tions are cited in the discussions of results for each item of equipment

that follow.

Tl-4000 Initial Tests

As was mentioned in Chapter 4 the initial curves obtained from

the three models of the TI-4000 tested were very consistent. The data

points were found to lie on or near smooth curves which were within one

db of one another. The maximum deviations from the theoretical were

between 0.9 and 1.1 db. This indicated that the receivers were rea-

sonably well-aligned, although the fact that the alignment was not opti-

mum, at least for model 11H009, became evident from the results of the

* discriminator variation tests.

A The results of the baud timing experiments for the three models

* were again essentially the same. Figure 4.3, which shows the curves

for PLL voltages of 3, 9, and 10, illustrates that for small variations

the curves are shifted slightly laterally but retain their theoretical

shape within one db. Recall that the variations in baud timing were

obtained by offsetting the quiescent value of the VCO frequency of the
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PLL. The theoretical result of this offset is to increase the mean

value of the jitter without much effect on the variance. These experi-

mental curves are then in complete agreement with the calculated results

for small jitter variance and small increases of the mean.

On the other hand, the curves for PLL voltages of 4 and 3 volts

in Fig. 4.4 show a larger displacement and a slight tilting outward.

This would indicate that the VCO becomes slightly less stable for these

adjustments. However, the maximum deviation from the theoretical shape

was less than 2 db in the worst case and there was no flareout of the

tails of the curves. It will be most significant to note chat these

results were very consistent with those of the additional TI-4000 tests

that were performed when it was possible to measure the amount of jit-

ter induced by the VCD variations.

Probably the most significant aspect of the discriminator re-

sponse tests, which supported the technique of alignment while moni-

toring BER, was discussed in detail in Chapter 4. The results of the

distortions of the discriminator linearity were to shift the BER

curves (Figs. 4.3 and 4.9) with no additional deviations from the orig-

inal shape. This is in complete agreement with the theoretical pre-

diction that such non-linearities of frequency response cause a reduction

in the effective signal-to-noise ratio but the noise itself remains Gaus-

sian.

I
.. m' .. J l h - . .. m m 2'w "- ... . ... .
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T1-4000: Additional Tests

The additional tests of the Tl-4000 for baud timing jitter

produced results very similar to the initial tests. The optimum PLL

setting of approximately 4 volts resulted in the curve shown in Fig.

4.12, which has a maxinum deviation from the theoretical shape of 0.4

db at a BER of I0- '. The BER curves produced by the VCO offsets indi-

cated by PLL voltages .,f 6 and 3 volts aiso in Fig. 4.12 were shifted

approximately 0.7 and 1.5 db respectively from the optimum 4 volt set-

ting with no additional deviation from the theoretical shape. The

curves for voltage readings of 3, 2, and 1.5 volts were shifted approxi-

mately 0.6, 1.8, and 2.6 db respectively at a BER of 10- 6 with some

additional tilt. The 1.3 volt curve deviates approximately 1. db from

the theoretical shape at 10- 4.

Measured Jitter

Table '..1 contains measurements of the jitter mean and standard

deviation that correspond to the various PLL voltage readings. The

mean was found to remain essentially constant for different values of

RSL while the standard deviation varies. This was consistent with the

PLL theory previously discussed. The standard deviation was found to

vary slightly for the VCO adjustments corresponding to 2 and 1.5 volts.

Although this is not predicted by the theory, it is consistent with the

effects on the BER curves which are shifted more and tend to tilt out-

ward slightly. This correspondence will become more evident from the

calculations that follow.

2M2JWX'C6I" ' - -
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The standard deviation measurements certainly support the con-

tention made earlier in this chapter that the jitter variance contains

botn a constant and a functional (varying) component. Some quick cal-

culations using the standard deviation measurements corresponding to

zero mean produce the approximate relationship f or the variance:

a2=.0026 + 0.l/SNR (5.3)

where a signal-to-noise ratio of 14 db is taken to correspond to an

RSL of -71 dbm. The reason for assuming this correspondence will be

shown by later calculations. The relationship for the other set of

standard deviation measurements is approximately the same with a slight

increase in the constant colponent. This would appear to be caused by

the VCO becoming less stable for these adjustments.

BER Curves from Measured Jitter

Unfortunately, as was discussed in Chapter 3, there is no

simple method for formulating the complete effects of baud timing jitter

on the detection of a three-level partial response signal. Both methods

discussed considered only constant timing offset and did not take into

account the effects of jitter variance. However, to obtain some means

of comparing theoretical and experimental results, the calculations of

Smith (1973) wer2 interpolated to determine the amount of relative shift

of the BER curves that could be anticipated from the measured mean val-

*ues. These results are shown in Figs. 5.5 and 3.6. The shifted curves

were assumed to retain the shape of the zero mean curve.

Although this method does not account for the additional tilt

of the curves resulting from the extreme variations, the amount of shift



211

-3

!-4

~, -,
'3p

I-'6

0L 8
-,6 -7 -L -3 -2 r -C -6 6 6 6

SinlLoNis aio(b

- ig 5.. Cluae I s.RL mt' ehd

Baud TiigJitr 0-00



2 1

-4

-

0

10

-7

-9 CY ILL- 1. 5V

-~6 -- 5 -74 -7 3 ~ -61 -ca -.6" -eo

Signal-LO-Noise Ratio (db)

Fig. 3.6. Calculated BER vs. RSL, Smith's Method,

Baud Timing jitter (2), T].-4000.



213

is quite accurately predicted. This can be seen by comparing the cal-

culated curves with the experimental results in Figs. 4.12 and 4.13.

The amount of shift was calculated at the 10-6 point relative to the

4 volt curve where the jitter was assumed to have zero mean. The amount

of shift calculated from Smith's predictions and from the cosine approxi-

mation in the following paragraphs are compared with the experimental re-

sults in Table 5.1.

In an attempt to further verify the experimental results and

take into account the jitter variance, a cosine approximation was

assumed for the effect of the timing error. With some physical, if not

strictly mathematical justif4cation, the conditional probability of bit

error was assumed to be:

P erfc cos(IT,) (5.4)

where T is assumed to 1e a (aussian random variable with mean and stan-

dard deviation as given in Table 4.1. The constant factor K is neces-

6ary so that the curves of zero mean coincide in lateral position. It

was in these calculations that the correspondence of 14 db signal-to-

noise ratio to an RSL of -71 ibm was established.

14 The results of integrating this conditional expression over

the Gaussian density function with the measured values of mean and stan-

dard deviation are shown in Figs. 5.7 and 5.8. The calculated curve

for the zero mean essentially superimposes the experimental result with

an almost identical shape. The calculated curves corresponding to 6

and 8 volts in Fig. 5.7 are also almost identical to their experimental

counterparts, being shifted 0.5 and 1.3 db respectively at 10-6 with no

additional tilt. The calculated results for 2 and 1.5 volts vary

J r
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slightly from the experimental curves, the shifts at 10- 6 BER being

2.1 and 3 db respectively instead of 1.9 and 2.7 db. The outward tilt

of both curves is essentially the same as was found experimentally.

Table 5.1 summarizes the above results by showing the amounts

of shift in db at the 10- 6 BER point which were found experimentally

and which were calculated by both methods.

Combined Effects

Combined effects were observed by simultaneiusly distorting

the discriminator response while offsetting the quiescent frequency of

the VCO. This resulted in uch larger shifts of the BER ::urves with

no additional deviation from the theoretical shape as is shown in Fig.

4.16. The significance of this result is to iliustrate that, as long

as no single error cause becomes predcrui.ant, the -entrj '" "izit theorem

will govern and the effects become more nearly ,aus-Sian. urves

therefore retain their characteristic error function ,,,ipe.

Lenkurt 26LA-6C Tests

As can be seen from the example curve of Fig. -4.18, the BER

curves for the 26L\s tested, which were almost identical, adhered very

closely to the theoretical shape. The maximum deviation of the three

models was 0.6 db at a 3ER of 10- 6 . The curve for the 26C (Fig. 4.19)

was shifted approxi4mately 2.5 db laterally from those of the 26L-s and

yet the maximum deviation was the same 0.6 db. The large shift with no

increased tilt could be attributed to a number of different factors.

Although the electrical design of the two sets are supposedly the same,

Ii.fi" .
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Table 5.1. Shift in db at 1-  BER.

PLL Voltage

1.5 2 3 4 6

Experimental 2.7 1 1.9 0.6 i 0 0.6 1.3

Smith's Method 2.4 1.7 1 0.6 0 1 0.6 .
__ _ __ _ _ __ _ __ _ _I

Cosine Approximation 3.0 2.1 0.5 0 0.5 1.3

there could be a difference in the channel fiitering which would result

in a decreased sigr -to-ncise ratio in the 2cC. If not due to filter

response the effect is probably from a ccmbination of several factors.

In general, such large shifts without distortion would not be the re-

suit of a single anomaly such as baud ti4mng.

The additional baud timing jitter that was induced by timing

the transmitter and receiver from separate sources resulted in a later-

al shift of the BER c,.,r-ve of appzoximately one db without any signifi-

cant additional deviation from the theoretical shape as is shown in

Fig. 4.20. Both timing sources appeared quite stable and were measured

to be precisely 2400 Hz. However, each reading of the frequency meter

.f~i averages the frequency over a fairly large (selected) number of cycles.

.Variations from cycle to cycle will not appear in the measurement but

will provide an increasea variance co the baud timing jitter. Although

there was no method available at the time tc verify this through mea-

surements, the shift of the BER cur-e is attributed to this increase

in baud timing Jitter.

I , i.al k'irl i ' '. i d~.,.d--- q ' : :' :" . SIM ,
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Little additional comment _an Je made in analysis of the

MW-518 tests. The two *-urves , 4.Fi ) were consistent with other

results and matched the theoretical almo-it exactly (coherent detection

of a differentially encoded s.inal; see Fig. 3.5).

The two separate curves were obtaied .y the carrier recovery

circuit locking onto iifferent phases o the reference signal. The

shift of approximately 1/2 db between the two curves is attributed to

an increase in carrier phase jitter caused by the resolution of this

ambiguity in the detection process.

RDS-80 Tests

The initial BER curve taken for the RDS-80 as shown in Fig.

4.24 had a maximum deviation from the theoretical shape of 0.9 db at a

BER of 4 x 10- 9 . This performance was the best produced during the

tests indicating that the set was well aligned at least so far as the

phase and timing adjustments used to simulate jitter were concerned.

As was described in Chapter 4, carrier phase jitter was simu-

lated by offsetting the phase of the recovered carrier prior to the QPSK

demodulation. The amount of shift of the BER curves that occurred

will be discussed in detail in comparison with calculated results

in the section that follows. It is readily seen from Figs. 4.25 and

4.26 that small offsets shifted the curves slightly with very; little

addicional deviation from the theoretical shape, whereas with larger

shifts the curves began to tilt outward. The maximum additional

WI;



219

deviation from the initial curve was approximately 1.! db. These

results are in close agreement with the theoretical predictions for

the effects of phase offset.

Baud timing jitter was simulated in a similar manner by off-

setting the phase of the timing signal used for data regeneration.

Again small variations caused very little additional deviation from

the theoretical shape while a slight tilting occurred with the larger

offsets as is shown in Figs. 4.27 and 4.28. The maximum additional

deviation from the initial curve was 1.1 db at a BER of 10- 8. The

amount of shifting of the curves will be compared with calculated

results in a later section.

Carrier Phase Jitter

In the -DS-80 system, carrier phase jitter was simulated by

offsetting the phase of the recovered carrier used for QPSK demodula-

tion. This was accomplished by varying an inductor at the output of

the carrier recovery circuit. Figure 5.9a is a simplified circuit dia-

gram of the carrier recovery output showing the phase adjustment and

quadrature hybrid. The total circuit operation is described in detail

in Schooley and Davis (1978). Inductor L-24 was the component adjusted

to provide the phase offset.

Because of the physical configuration of the equipment it was

not practical to measure the amount of phase offset induced by the

variation of the inductor during the conduct of the tests. The ideal

procedure for off line measurement with the effected module removed

7M.
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from the receiver would have been to inject a 70 MHz signal at an

appropriate point and directly measure the phase offset. Here again

the efforts were thwarted, this time by a lack of instrumentation

suitable for operation at 70 [Hz.

As a substitute procedure, it was decided to remove the induc-

tor from the circuit and to measure its inductance with various core

adjustments. The circuit was thien analyzed to determine the amount

of phase shift caused by the variations of the inductance.

Since the core adjustments resulted ia small variations of

a very small inductance (0.16 to 0.21 microhenries) it was not pos-

sible with available instrumentation (impedance bridges) to perform

the measurements directly. The inductor was first shunted with a

suitable capacitor (255 pfj and a VHF signal generator and oscilloscope

were used to determine the resonant frequency of the parallel combina-

tion. The inductance values were then calculated.

The circuit analysis presented other difficulties. No informa-

tion was available on the input impedance to the hybrid and again no

method was available for measuring this at 70 :X z. At this high fre-

quency the wiring and other stray impedences have considerable effect,

and measurements at lower frequencies do not present a true picture. .

However, since in this instance the primary interest is in relative

effects, certain simplifying assumptions were possible.

First the inductor and capacitor in series (L-24 and C-65), if

operating into a resistive load, will have a transfer function:

'10 -bI
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T(Jw) - R = j RC (5.5)
R+jwL + - ( - w2LC) + jwRCj we

The phase shift will then be:

6 - - arctan[ -R 1 (5.6)

The stray capacitances of the circuit and the input reactance of the

hybrid will definitely affect the absolute value of the phase shift,

however, the relative phase adjustment will be primarily governed by

the predominant pair of poles formed by the series capacitor and induc-

tor as described above.

It seems reasonable to assume that the circuit was properly

designed so that zero phase offset occurs at the center frequency of

the transfer function of Eq. (5.5). The value of inductance that pro-

duced minimum BER was found to be 0.1723 microhenries. If the total

series capacitance is assumed to be 30 pf (within 10% of the 33 pf value

of C-65) then the resonance occurs at 70 Mhz. Note that this assumption

is convenient but that the same relative results would be obtained so

long as the variations occur within the relatively linear portion of

the transfer function phase response.

The second assumption is based upon the fact that, when the

inductor L-24 was adjusted two full turns clockwise (corresponding to

approximately 0.202 microhenries) irreducible errors were very evident.

The BER remained approximately 10- 3 to l0- 4 even with signal levels as

high as -30 dbm. This was assumed to be at the edge of the passband
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(3 db point) of the transfer function where the phase shift was 450

from that of the center frequency. This is the point at which:

1 - W2 LC - .RC . (5.7)

This value for wRC was calculated and then used to determine the rela-

tive phase shift for the other measured values of the variable induc-

tor using Eq. (5.6). The complete details of the above calculations

are contained in Schooley and Davis (1979).

These results were then used with the theoretical expression

derived in Chapter 2 to compare theoretical predictions with the exper-

imental results. The experimental curves of BER versus coil position

for constant values of RSL shown in Fig. 4.29 were redrawn using the

calculated values of relative phase as an abcissa. The zero phase

values of BER for each curve were used to establish a reference value

of ( ) / 2  The expression:
\1/2

BER- erf cos 6 (5.8)

was then used to deter-ine theoretical curves for comparison. Since the

phase was offset directly, the value of ' was a constant for each cal-

culation rather than a random variable. The effects of the true phase

jitter are inherent in the calculated value of

The results of the above calculations and the experimental

curves are shown in Figs. 5.10, 5.11, and 5.12. The results are quite

consistent. The differences between the measured and calculated values

can be attributed to a number of factors, not the least of which are

....

...... _____________ ~ - -
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t.le assumptions made in the calculations. In this regard, the assump-

tion that the minimum error probability occurs at the center frequency

of the timing circu.t, is probably a very good one, and as was men-

tioned, small deviations would have little effect on the calculated

results. On the other hand, the assumption that the extreme variation

occurs at the 3 db point may or -ay not be valid. if the assumption

were made that the e xcreme ,ccrrred at the 6 db point the phase varia-

tions would be greater an, th.- calculated values would curve more

sharply upward. The reversc would occur for smaller phase variations.

In any case the relative effects are illustrated. It must also be

pointed out that the ph:ase otrset will also contribute to the effects

of other error causes such as intersymbol interference.

To further illuscrate t-e ,omparison between theoretical cal-

culations and experi-ental results, the experimental curves for 13.88',

and 26.570 phase . ffiet corresponding to 1/2, and Z turns counterclock-

wise were redrawn. These curv,-es are shown in Figs. 5.13 and 5.14 in

comparison to calculated curves determined using Eq.(5.8). The shapes

of the curves are quite consistent and the differences in the magni-

tude of the shifts become less significant with the larger phase error.

3aud Timing Jitter

In a manner very similar to that described above, baud timing

Jitter was simulated in the RDS-80 by offsetting the 20 MHz timing

signal in the data regeneration module of the receiver. This was

accomplished by the adjustment of a triming capacitor, C-69, in the

p.- ~ w'.. Abu
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output of the phase locked loop as shown in Fig. 5.15b. A detailed

description of the operation of the timing circuit is contained in

Schooley and Davis (1978).

Again it was not practicable to make measurements of the phase

offset during the testing nor to make measurements of the module at

S.

20 M1z. The same procedure as described above for carrier phase off-

set was followed. C-69 was removed from the circuit and the capaci-

tance was measured directly with an impedance bridge for various set-

tings of the trimmer adjustment. The circuit was then analyzed making

assumptions similar to those described in the previous section.

If the phase adjastment part of the circuit is assumed to be

working into a resistancc R, and the tozal capacitive effect is C.

(predominantly C-51 and C-69 in parallel) the transfer function can be

determined as:

T = L,9 (5.9)
(LI + L9) T 2 ICT + 18-i9

and the resulting pi-ase shift will be:

R1 109
- - arctar".R L C

3L - 19 1 L 9 T

Allowing 7 pf for wiring capacitance during measurements the value f

C-69 that produced minimum error was 62.5 pf. Then with C-51 -.3 pL:

C-, 62.5 - 9 + 43 = 98.51 ".

U '. ....
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the center frequency : te transfor function occurs at 20 .fl-z; i.e.:

(L 1 8  12 18sa C T • (5.11)

It was observed during the experiments thac the data errors

became irreducible when the trircoer was adjusted 7/16 of a turn clock-

wise, corresponding to approximately 20 pf. 'his point was then assumed

to be at the edge of the passband as was Jine previously and a constant
jL S19 

4

value for was cscablisL~d. This value was then used to cal--

culate the relative phase shifts -zr thnc v.aricus ctner settings of C-69.

The complete results o* thes, ,:.lc. -atis tr' :ontained in Schooley and

Davis (1979).

T Che results ",ere thn usc'c. , :Lpr. theoretica- redictions

with the experi-e. ntaL resuts. .--e cxperimenta! curves of bER versus

capacitor position fr QoJCsat 'Va-ues Cf RSL shown in Fig. 4.30 were

redrawn using the .:alzulatcd values of .cilative timing offset - - !/3600

as the abcissa. The zero pdbase values of BER for each curve were used

to establish a reference valie of ("-o)2 The expression:

BER 25 1 -- i~~2)

was then used to determine theoretical curves for comparison. Again

ince the phase was offset directly, the value o7 7 was a cons3tant for

each calculation ratctur than a randum varia'-e an-d t'e fftects of the

actuil phase j Itte-r arc zona-,ne in .:,e caculated value of

R esults are shown in Figs. 5.15, 1 b a-s , d -. 37.

I 4 d e .11 ii i il, .=2] :" ' '' .-.-
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The results are reasonably consistent. The variations may be

contributed to a variety of causes including the assumptions made during

the calculations. The same comments apply to the assumptions as were

made in the previous paragraph. At least the relative effects are illus-

trated.

As was done for carrier phase offset, 3ER versus RSL curves were

calculated for baud timing offset and compared with the corresponding

experimental results. These are contained in Figs. 5.18 and 5.19. The

shapes of the curves are again comparable although there are slightly

larger variations in the amount of offset. Because of the assumptions

that were necessary and the fact that the phase offset does contribute

to the effects of other error causes, it would be quite surprising if

,he results matched perfectly.

Summary of Comparisons

The seeming disparity between the calculated effects of jitter

and experimental results was resolved. The flareout of the tails of

the calculated curves was due to the assumption of constant jitter

variance, whereas in reality it is composed of both a constant and a

functional component. A reasonable proportionality between these com-

ponents produces results consistent with the experimental.

It was found that, for small variations of internal receiver

anomalies, the 5ER curv;es in general did not deviate more than I db

from their theoretical shape. It was evident that deviations in excess

of 1.5 db occurred only when the equipment was grossly misaligned.

I:I
jAI

11 ... ..... r .... ...
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Fig. 5.18. BER vs. RSL, RDS-80, Baud Timing Offset, T 0.053.
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Fig. 5.19. BER vs. RSL, RDS-80, Baud Timing Offset, T 0.09.
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Calculations performed with measured values of jitter and phase

offset resulted in shifts of the BER curves which were quite consistent

with the experimentally determined curves. Although some assumptions

were necessary in each calculation, the consistency of the results was

sufficient to establish the validity of the experiments.

I.



CHAPTER 6

SUMIMARY AND CONCLUSIONS

In Chapter 2, theoretical expressions were derived for the

probability of error of a -umber of modulation schemes and detection

methods in the presence of white Gaussian noise. In general, these

expressions were found to *e complementary error functions if the

detection methods were coherent or by sampling:

PKE
i /

= er N(o) .~l

or exponentials for : o-coherent and differentially co"erent detection:

.= - e:: .((E.

.. ,e argi:ment in each se ',as the signai-to-uaussian noise ratio mul-

tiplied by a constant K dependent ipon the type of modulation. There

were some exceptions to these genecal forms, )ut the resulting BER

curves were later shown to be quite similar.

Each expression was then modified to 'how the effects of synbol

synchronization errcr and carrier phase ttrror wiere applicable. The

method used in both 2ases was to derive the probabiity of error con-

ditioned on a constant value of timing or phase error. The conditional

expressions were found to havt the f ;rm, for symbol synchronization

error:

11 __ _ __ _ __ _ __ _

- .,-- -.
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P erc (.E /+ Ie rfI C(6.3)
b 2 Nr~1  2+ , T -

The sum of two functions occurred since baud timing errors generally

have no effect when successive symbols are alike. The constant C mul-

tiplying the relative timing error was a function of the waveform.

For carrier phase error the expressions invariably had the form:

Pb = erf cEro) cos (6.4)

where 6 was the phase error. Again, there were a few exceptions to

these forms which were shown to result in BER curves with similar

shapes.

The najor contribution of Chapter 2 is to consolidate comparable

expressions in a common notation for the ffects of jitter on different

modulation schemes and methods of detection in the presence of white Gaus-

sian noise. The point so far as proving the basic hypothesis was to

establish the fact that the many and varied modulation and detection

techniques result in a commonality of expressions for probability of

error.

. Chapter 3 was devoted primarily to an examination of the shapes

and relative positions of BER curves calculated and plotted using the

common forms of the derived expressions.

TheIchapter began with calculations of the effects of constant

factors in expressions for probability of bit error upon the curves of

BER versus signal-to-noise ratio. It was shown that constants multi-

plying the arguments of functions cause shifts but no change in the

'.7 L4.
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shape of the curves. Constants multiplying the functions themselves

and the summation of multiple functiois cause only slight distortions

of the curves which are zompLetf-v I'.gnifi,'ant at SE1 s below l0 - ,

the area of general interest.

Before calculated curves of bER couJid he obtained for the

effects of jitter, it was necessary to iigres :rtefly to investigate

the common source of syMbol synchronization an. :arrier phase refer-

ence errors. Although the precise Ji tri-'utn j the phase error at

the output of a second-order phase-iocked-loop PLL) is Tikhonov, it

was shown that the Gaussian distribution was a very close approxima-

tion. It is generally accepted that the error variance due to additive

white Gaussian noise is invursey proportional to the signal-to-noise

ratio within the loop. Although second orier loops are normally de-

signed to minimize the steady state error to an input step function,

there remains a constant component of error variance due to tluctua-

:ions in the transmitter oscillator and the VCC of the PLL. It was

also shown that a sl:if: in the mean of the phase error occurs if the

quiescent frequency of the VCO is not preciseiv tuned to the received I
frequency but that in theory there is little effect upon the variance.

To determine the effects of jitter, BER curves were calculated

by integrating the conditional expressions derived in Chapter 2 over

the probability density functions of the phase and timing errors. It

was found that for small values of mean and variance of the jitter the

BER curves were shifted slightly but essentially retained the theoreti-

cal shape. However, when the jitter became substantial the curves were
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seen to flare out dramatically at the tails. A discussion of this

phenomenon was deferred until Chapter 5 where a comparison with experi-

mental results could be made.

Sample calculations were made to verify that the Gaussian

approximation produced results very similar to the Tikhonov distribu-

tion. Variations in the mean value of the phase and timing errors were

found to produce the expected shifts of the BER curves. Additional

calculations were made to show that irreducible bit errors, which re-

sult from the probability that the magnitude of the timing or phase

error exceeds 1/2, are generally negligible unless the mean or variance

is exceptionally large.

The effects of jitter on non-coherent detection of FSK and on

three-level parti l response systems were examined separately since in

the one case the expression for probability of error was considerably

different from the common format and in the other no closed form expres-

sion could be obtained. In both cases the jitter was- found to shift

the BER curves without distortion of the shape.

The effecs Lf intersymbol interferenc2 and frequency distor-

tion were then discussed. Although closed form expressions for these

etfects were not found, it was shown that as Long as the disturbances

were not so severe as to cause errors by themselves, the effects were,

in general, to reduce the signal-to-Gaussian noise ratio.

Chapter 4 described the results of experiments performed on

four different types of digital communications systems. It was possible

3 - "'ES- - .. ..
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to investigate the effects of baud timing jitter on three of these sys-

tems. Two provided data on the effects of carrier phase jitter, where-

as frequency non-linearities could be introduced into only one of the

systems.

Baud timing jitter was induced in the 1I-4000, three-level par-

tial response system by varying the quiescent frequency of the voltage

controlled oscillator (VCO) of the phase-locked-loop (PLL) that pro-

vides recovered receiver timing. The results showed that small pertur-

bations caused shifts of the BER curves with little deviation from the

theoretical shape. With larger shifts, some tilting of the curves did

occur,. which was attributed to an increase in the jitter variance as

well as the expected offset )f the mean value.

Curves of BE'R versus settings or the VCC for constant values of

received signal level illustrated the fact that optimum alignment can

be obtained by monitoring the BER. The optimum settings were indepen-

dent of received signal level which demonstrates that the alignment

can be accomplished readily at a relatively hi4h BER. Maintenance

manuals for the Tl-4060 contain no procedures for the tuning of the

VCO even though modules recently received from the manufacturer were

found to be not optl-mallv aligned.

The effect of nonlinear frequency response was investigated in

the Tl-4000 by distorting the linearity of the discriminator in the FM

receiver. As was expected :rom the theoretical analysis, the effect of

the distortion was to reduce the signal-to-noise ratio at the input to

the detector which caused the BER curves to shift with no additional
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deviation from the tiheoretical shape. The effectiveness of the BER

monitoring procedure for equipment alignment was rather dramatically

demonstrated during this experiment.

The combined effects of two receiver anomalies were examined by

simultaneously inducing baud timing jitter and distorting the frequency

response of the discriminator. The effects were found to be additive,

producing much larger shifts of the BER curves without distortion of

the shapes. This Gaussian-Like behavior was expected from consideration

of the central limit theorem.

The experiment with the Lenkurt 261_A and 26C equipments illus-

trated the fact that tw'o supposedly electrically equivalent items can

have a wide variationr in their performances and yet still possess c.ar-

acteristic BER curvc-s which adhere closely to the theoretical shape.

Again, the multiple effects of internal anomalies can be expected to

produce such phenomena.

An otherwise undetectable amount of baud timing jitter induced

in the 261A resulted in a fairly large shift of the BER curve witi no

distortion of the shape. No other :ceans were found for altering the

performance of this equipment.

For a multitude of reasons described in Chapter +, the experi-

ment with the .W-513 was ,ot very successful. Two separate curves of

BER were obtained wilh the shift >etween them attributed to carrier

phase jitter, but this was not firmly established nor was it possible

to make meaningful measurements of the effects of other anomalies.

-- 01
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wiith the RDS-80 equipmen:It it was possio)le to study the effects

of both baud timiug and carrier phase jitter. in each case, the re-

-overed timing signal was offset at tlue Output of the appropriate ?LL-

These experiments, again, demonstrated that small variations of thie

anomalies caused shiflts of thle BER curves without appreciable distor-

on of -he :haracteriscic sna~e. Curves of 3ER versus circuitcmo

nent sett.,ngs :or fixe d Luvels cL r~ceived signal ;,ere used to further

demonstrate the equipment a'oignment procedure by BEF, monitoring.

Chapcer ene i>clltosc :E variances and confi-

dence li14Mits of thie exje.ttI dat. Theske w'Ure :ound to 'D vr

s--al1 and it was cc~ildt""I iSolated ire lnts in the data

were p robab Lv Rdue, experimu~i ta I rocelu res , i1r if t!ing s ig-nals , or other

external 4nfluenc:_!.

Chapter 5 bugan :i reua~nof tn-e seeming ditsparity

between the calculateci effects of~ :itter on the BER curvies and the

e::perittental resulzzi. it was noted tIat th-e t-heoreti,:al curves calcu-

K-ited in Chapter 3 win~.ch were in a-greemenzt wit*h- those widely aIccuote-d

in the literature, predic ted a dramatic, f lareuut of the tolls of te

curves which was not rc)und ox-perimentally. A Jeterminationl was m:,ade

:hat this discrepancy , was due to the assumption of constant variance

in the calculations. -urther investigation :;n owed that cuk-.es plotted

assuminz only; a var4 .c at was inversely prruportiuo,,i Lo -tue sigaL-

to-os :It-~ :10s ;t: 14reQ With 2xne ri~mental rs t. It was

.:o-und tha b.t',-,t incd j*-~. vO'aLCt~o ar~anc 2 were
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necessary to produce properly shaped c:urve.s. This is theoretically

correct and seems a very Logical conclusion, however, it was not dis-

covered in the curre-nt Literature.

A short discussion was then presented of the method used to

obtain a quantit~ative esti-mate of the amount if deviation of the experi-

mental curves from the theoretical shape. The experimental results for

each item of equipment were then analyzed from this perspective. It

was found in g.eneral that for sm-.all variations if the anomalies the

curves deviated less than L db from the theoretical shape. it was very

evident that deviations i-n ex-cess of 1.5 db occurrud only when the

equipment was eros3Ly mnisaligned.

Calcui~ations were pcrformee to obtain BER curves based on thneore-

tical expressions and measured valuus oZ theIL meacn ;ind variance of the

baud timing jlitttcr induced in theL TI-4DGO SV!ys:tem. The results were in

remarkably close igreement withi the experili'ental! curves. It was very

ineresting to note that the rneasure(I increase in. the j itter variance

at the one extreme or thIe VCO 0fe was not predicted by PL'. theory.

However, PLLs are nolnaravcs hs errormanCe can only be

approximated bylinear analysis,.i was this increase in variance that

caused the additional Lilt ofL tcue calculated curves in agreement with

the experimental results. This close correiltion strongly reinforces

the argument that, even in rather extrem-ze cases of -misalignment, the

BER curves tend to; tilt o)utward, but that *71,reout of the tails does

not occur until irruducible errors becomne predominant.

ELI_
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The amounts of phase and timing offsets introduced into the

RDS-80 equipment were estimated based upon component measurements and

analyses of the circuitry. These estimates were used to calculate BER

curves for comparison with the experimental data. Although the results

did not agree exactly, they were sufficiently consistent to. sub-

stantiate the validity of the experiments. The difficulty encountered

in attempting to make meaningful analog measurements at the frequencies

involved, when compared with th ease .)f monitoring BER, accentuates

the potential value of the proposed aligrnent technique.

Conclusions

The conclusions contained herein were experimentally verified

-or a small but representative sampling of the types of modulation and

detectLoni techniqu,_!s that are found in digital communications equipment.

The experLmental results were predictable trom and closely correlated

with calculations based on theoretical expressions. Adding this to the

fact that similar expressions were derived for a wide variety of modula-

tion and detection techniques leads naturally to a generalization of the

conclusions to encompass these techniques.

It has been conclusively demonstrated that small variations in

the internal receiver anomalies that contribute to detection errors

cause a lateral displacement of the cnaracteristic curves of bit error

9 rate versus received sIgnal-to-noise ratio, -,.ie the curves retain

their theoretical shape at the higher Levels .)C signal-to-noise ratio.

As increased variatr: cn; of fiL. noma.'ies cause greater ihifts, the

;aK
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curves tend to tilt outward slightly causing deviations from the theoret-

ical at very loW biL error rates; however, no flareout of -he tails will

occur unless the receiver is severely misaligned.

This conclusion validates the use of the extrapolation technique

for determination of curves of long-term bit error rate. The method is

to obtain a single reliable *iata point at a BER of 10 -" or 10 - 5 and

then to draw a theoretically shaped curve through this reference. An

additional data point should be taken at a lower error rate (less thian

iO-  if feasible). f this point lies within I to 1.5 db of the theore-

tical curve, the .heoreticai results can be accepted with a high degree

of confidence. if desiru!, the theoretical :urve can be tilted slightly

to pass through the two data )0 i:ts and provide quite accurate results.

it :an be said wirth'.out reservationi that it the second data point is not

Lthin 1.5 db oL te tauoretical curve, there is definitely something

wrong. If t :e t,;st pro',cdure; .ire cerrect and the data is accurate,

the equipment is most probably out of alignment.

The extrapolation technique as described will be particularly

useful in thos- cases where many BER curvus ire required. The aiethod

will provide accurate results while reducing test time by 3 to 4 orders

4 of magnitude. For example, at 32 Kbps, several days might be required

to obtain data for a single complete curve, whereas with extrapolation

an accurate curve could be generated in less than an hour and a half.

The technique can also be used as a rapid means of checking equipment

to insure proper .. peration.

.....

- ~ ~ ~ ~ ~ ~ Os Aa- C i-m~' r~--*--
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Analog techniques for alignment of digital communications equip-

ment are well established and necessary to obtain proper operation.

However, these methods may not produce the best possible operational

performance. Final alignment while monitoring the bit error rate can

produce the desired optimum performance. This contention is strongly

supported by the experimental results with both the Tl-4000 and the

RDS-80.

That optimum alignment can be obtained at low signal-to-noise

ratios (high BER levels) is evidenced by the fact that, although the

BER curves may tilt or even distort, they never cross. The curves that

were drawn of BER versus alignment position for those components that

were varied during the experiments show that the optimum alignment was

the same for each received signal level.

That BER monitoring should be employed in equipment alignment

appears to be an obvious conclusion. However, to the knowledge of the

author, the procedure has not been previously employed by either equip-

ment manufacturers or users. No mention of the technique has been found

in the literature.

In final summary, the extrapolation procedure as described ie.

valid and can be used for reducing test time where curves of long-term

3ER are required. The extrapolation principle can be extremely useful

when employed in the new technique proposed for alignment of digital

communications equipment.

LAW
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